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About Gandhinagar Insititute of Technology
Gandhinagar  Institute  of  Technology was  established  by  Platinum  Foundation  Trust  in December  2006.  The  Institute  is
affiliated  to Gujarat  Technological University  and Gujarat University  and  approved  by AICTE New Delhi.  The Trust  is
registered under Public Trust Act, having Registration No. E­17490 dated 19 June 2006 at Ahmedabad, Gujarat.

The Institute aims to be a leading center for research and engineering study, pursuing knowledge in both fundamental and
applied  area,  and  collaborating  closely with  business  and  industry  in  promoting  technological  innovation  and  economic
development. The members of the Trust are involved in social activities and are also contributing to the technical institutions
development by raising funds and promoting the technical interest of state and country. Gandhinagar Institute of Technology
is situated near Village "Moti Bhoyan" and 24 km away from Ahmedabad city.

It offers B.E Program in Mechanical, Electronics & Communication, Computer Engineering & Information Technology and
Civil Engineering. It also offers MBA Program with specialization in Marketing, Finance, Human Resource Management
and Information Systems. Gandhinagar Institute of Technology will nurture the intellectual growth of its students and serve
humanity  through  creation,  application  and  dissemination  of  knowledge  relevant  to  technology  and  become  one  of  the
premier Engineering and Management Institutes and achieve the highest order of excellence in teaching.
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Research Methods 
 
Research is another word for gathering of information.  The 
more information we have the closer we get of making our own 
decision.  Research is the result of advancing knowledge created 
in the past. There are people from all walks of life that contribute 
to gathered information.  These are ordinary people and 
extraordinary people. They include teachers, students, scientists, 
professors, scholars, business owners, librarians, book keepers, 
writers, politicians and many more unknown out there.   
 
Research is designed to solve a particular existing problem so there is a much larger audience 
eager to support research that is likely to be profitable or solve problems of immediate 
concern.  We also must understand how research impacts our decision making.  Most people 
make decisions without gathered information to back them up.  Only few do. Research 
requires time, effort, and sometimes money to have the evidence you need to make a sound 
decision that's why many avoid it.  The research you do and evidence you gathered will have 
impact on your future.  Be advised, considered the risks or consequences of making an 
important decision with inadequate evidence. 
 
In conclusion research is very vital to our everyday decision making.  It arms you from 
wrong information and save time and money.  It is important to your success as you take on 
life's challenges and career decisions making.  But be careful though, because too much 
research without action on what you’re learning is not good either.  The question is how 
much information is enough?  How much information can you afford?  Research plus action 
will most likely guarantee a successful research. 
 
There are five fundamental research methods viz. (1) Experimental methods (2) Correlations 
(3) Naturalistic observation (4) Survey and (5) Case Study. 
 
Experimental Methods: This method is one in which a researcher manipulates a variable 
(anything that can vary) under highly controlled conditions to see if this produces (causes) any 
changes in a second variable. The variable, or variables, that the researcher manipulates is called the 
independent variable while the second variable, the one measured for changes, is called the 
dependent variable. Independent variables are sometimes referred to as antecedent (preceding) 
conditions. All scientific disciplines use this method because they are interested in understanding 
the laws (cause-and-effect relationships) of nature. The power of the experimental method derives 
from the fact that it allows researchers to detect cause-and-effect relationships.  
 
In order to see cause-and-effect relationships the researcher must be sure that his 
manipulations (the independent variable) are the only variables having an effect on the 
dependent variable. He does this by holding all other variables, variables that might also 
affect the dependent variable, constant (equivalent, the same). Only by this highly controlled 
procedure can the researcher be sure that the observed changes in the dependent variable 
were in fact caused by his manipulations. Experimental studies, therefore, are used when the 
researcher is interested in determining cause-and-effect relationships. Also, this method can 
be used when it is appropriate, both practically and ethically, to manipulate the variables.  
 



 
However, a major limitation is that this method can only be used when it is practical and 
ethical for the researcher to manipulate the antecedent conditions.  A second limitation to this 
method is that experimental studies are usually done in the highly controlled setting of the 
laboratory. These conditions are artificial and may not reflect what really happens in the less 
controlled and infinitely more complex real world.  
 
Correlations: Correlation is classified as a non-experimental, descriptive method. The reason 
for that is because variables are not directly manipulated as they are in the experimental 
method. Although correlation is often described as a method of research in its own right, it is 
really more of a mathematical technique for summarizing data, it is a statistical tool.  A co-
relational study is one designed to determine the degree and direction of relationship between 
two or more variables or measures of behavior.  
 
The strength of this method lies in the fact that it can be used to determine if there is a 
relationship between two variables without having to directly manipulate those variables. In 
other words, correlation can be used when the experimental method cannot; correlation can 
be used when it is impractical and/or unethical to manipulate the variables.  Correlation also 
can be used as a basis for prediction.  
 
The greatest limitation of correlation is that it does not tell researchers whether or not the 
relationship is causal.  In other words, correlation does not prove causation. It only shows that 
two variables are related in a systematic way, but it does not prove nor disprove that the 
relationship is a cause-and-effect relationship. Only the experimental method can do that.  
 
Naturalistic observation: The naturalistic observation is a type of study classified under the 
broader category of field studies; non-experimental approaches used in the field or in real-life 
settings. In the naturalistic observation method the researcher very carefully observes and 
records some behavior or phenomenon, sometimes over a prolonged period, in its natural 
setting. The subjects or phenomena are not directly interfered with in any way. In the social 
sciences this usually involves observing humans or animals as they go about their activities in 
real life settings. In the natural sciences this may involve observing an animal or groups of 
animals or some physical phenomena, such as the eruption of a volcano.  
 
The major strength of this method is that it allows researchers to observe behavior in the 
setting in which it normally occurs rather than the artificial and limited setting of the 
laboratory. Further uses might include studying nature for its own sake or using nature to 
validate some laboratory finding or theoretical concept. 
 
One of the limitations is that this is a descriptive method, not an explanatory one.  That is, 
without the controlled conditions of the laboratory, conclusions about cause-and-effect 
relationships cannot be drawn. Behavior can only be described, not explained.  This method 
can also take a great amount of time.  Researchers may have to wait for some time to observe 
the behavior or phenomenon of interest. Further limitations include the difficulty of 
observing behavior without disrupting it and the difficulty of coding results in a manner 
appropriate for statistical analysis.  
 
 



 
Survey: The survey, another type of non experimental, descriptive study, does not involve 
direct observation by a researcher. Rather, inferences about behavior are made from data 
collected via interviews or questionnaires. Interviews or questionnaires commonly include an 
assortment of forced-choice questions (e.g. True-False) or open-ended questions (e.g. short 
answer essay) to which subjects are asked to respond.  This sort of data collection is 
sometimes referred to as a self-report. Surveys are particularly useful when researchers are 
interested in collecting data on aspects of behavior that are difficult to observe directly and 
when it is desirable to sample a large number of subjects.  Surveys are used extensively in the 
social and natural sciences to assess attitudes and opinions on a variety of subjects.  
 
The major limitation of the survey method is that it relies on a self-report method of data 
collection. Intentional deception, poor memory, or misunderstanding of the question can all 
contribute to inaccuracies in the data.  Furthermore, this method is descriptive, not 
explanatory, and, therefore, cannot offer any insights into cause-and-effect relationships. 
 
Case study: This method is also a non-experimental, descriptive type of study. It involves an 
in-depth descriptive record, kept by an outside observer, of an individual or group of 
individuals.  This often involves collecting and examining various observations and records 
of an individual's experiences and/or behaviors. Typical data collected might include 
biographical data, medical records, family history, observations, interviews, and the results of 
various psychological tests.  
 
Case studies are particularly useful when researchers want to get a detailed contextual view 
of an individual's life or of a particular phenomenon. Case studies are also useful when 
researchers cannot, for practical or ethical reasons, do experimental studies.  
 
This is a descriptive method, not an explanatory one. That is, without the controlled 
conditions of the laboratory, conclusions about cause-and-effect relationships cannot be 
drawn. Behavior can only be described, not explained. Case studies also involve only a single 
individual or just a few and therefore may not be representative of the general group or 
population. Also, much of the information collected is retrospective data, recollections of past 
events, and is therefore subject to the problems inherent to memory. 
 
 
 
Dr N M Bhatt 
Principal 
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ABSTRACT-:Deflection theory is the basic theory of cable 

and stiffening girder suspension bridges. Geometric 

nonlinearity of suspension bridges due to dead load is taken 

in to account in this theory. Geometrical changes are having 

significant effects in suspension bridges, so it cannot be 

neglected in preliminary analysis of suspension bridges. 

Series method is a new method for the deterministic 

aerostatic stability analysis of suspension bridges. The 

geometric nonlinearity in the deflection theory and the three 

components of displacement-dependent wind loads are taken 

into account in the method. A computer program for 

calculating change in various geometric parameters of 

stiffened suspension bridges is developed using HTML. 

Again another computer program for finding a critical wind 

velocity of suspension bridges was developed using 

MATLAB. 

KEY WORDS 

Aerostatic Stability, Suspension Bridge, Nonlinearity, 

Displacement Dependent Wind Load 

1. INTRODUCTION 

The basic design of a suspension bridge has been in use for 

centuries: thousands of years ago, people crossed waterways 

and chasms by swinging hand over hand on suspended cables. 

Later, walkways were hung from the cables to make the 

process easier, and the original vines and ropes began to be 

replaced with chains. Major bridges were still built using a 

truss design until 1808, when an American inventor named 

James Finley filed a patent on an early version of a suspension 

bridge. Finley's design involved stretching two strong chains 

over the top of several towers and anchoring them on either 

side of the bridge. He hung lesser chains from the two master 

chains and used them to suspend a rigid deck, and the modern 

incarnation of the suspension bridge was born. 

A suspension bridge is a type of bridge which is built by 

suspending the roadway from cables attached to a master cable 

which runs above the length of the bridge. In addition to being 

strong and lightweight, suspension bridges are also beautiful, 

and some of the most famous bridges in the world are also 

suspension bridges, including San Francisco's iconic Golden 

Gate Bridge and New York's Brooklyn Bridge. The design of a 

suspension bridge is simple and straightforward, and takes 

advantage of several techniques to distribute the weight of the 

bridge safely and evenly. 

Suspension Bridges have received more attention due to their 

ability to cover the large spans. For bridging the long and 

unsupported spans, the Suspension Bridges present the most 

elegant and efficient structural solution. And hence, they are 

increasingly being constructed all over the world. Thus, there 

is a need for developing a comprehensive understanding about 

the detailed behavior of these bridges. Also, they are one of the 

costliest civil engineering projects, and hence necessitate much 

attention while its analysis and structural design stage. 

Therefore, it is imperative that a reliable analysis should be 

available. With the increasing central span length of 

suspension bridges, it becomes especially important to 

understand the aerostatic behavior of suspension bridges.  

2. THEORY OF STIFFENED SUSPENSION BRIDGES 

& VERIFICATION 

In the theory of cable and stiffening girder systems the 

geometrical relations between the positions and dimensions of 

a given element of the cable in the initial and deflected 

configuration is taken in to account. As shown in Fig. 1 an 

element of cable length is defined by cd subtends a length ab 

when not deflected. After deflection the point c and d move to 

new position c’ and the length c’d’ is in general not equal to 

cd. The vertical deflection of c is denoted by η and the lateral 

shift of the same point is ξ.  The suspenders which connect cd 

to ef in the initial configuration, are attached to c’d’ in the 

deflected position since c’ and d’ are the new positions of c 

and d. The deflection of the girder at e is denoted by ν and is 

equal to the sum of η and changes due to the suspenders.  
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3. AEROSTATIC ANALYSIS 

Bridges  are  frequently  built  on  exposed sites  and  are  

subject  to  severe  wind conditions.  Aerostatic  loads  on  

bridge superstructures  depend  on  the  type  of bridge,  such  

as  slab-stringer,  truss,  arch, cable-stayed,  or  suspension.  

Other parameters  that affect aerostatic  loads on bridge  

superstructures  are  the  wind velocity,  angle  of  attack,  the  

size  and shape  of  the  bridge,  the  terrain,  and  the gust  

characteristics.  Aerostatic loads form a major component of 

lateral loads that act on all structure. In general,  they  are  a  

component  of  the  so called  environmental  loads  to  which  

all structures  are  subjected.  Because of the long spans, 

suspension bridges have become increasingly sensitive to 

aerostatic instability.  On  the  other  hand, experimental  

observations  suggest  that the  aerostatic  instability  of  long-

span bridges  (suspension  bridges  and  cable-stayed bridges) 

can occur under the action of  static  aerostatic  loads.  

Therefore, the aerostatic stability analysis of long span 

suspension bridges under the aerostatic loads is of considerable 

importance. 

4. DETERMINISTIC AEROSTATIC STABILITY 

ANALYSIS OF SUSPENSION BRIDGES 

A series method is proposed by Jin Cheng, Jian-Jing Jiang, Ru-

Cheng Xiao [10] to overcome drawbacks of existing 

deterministic methods for aerostatic stability analysis of 

suspension bridges. Series method is also proposed to 

investigate the aerostatic stability of suspension bridges using a 

hybrid method, consisting of the series method and direct 

Monte Carlo simulation. Presented series method contains the 

following characteristics: 

1. The series method considers both three components of 

displacement-dependent wind loads and geometric 

nonlinearity of structure in the deflection theory of 

suspension bridges. 

2. The following derivation of formula is based on the 

deflection theory of suspension bridges. 

This is mainly because this theory can, to a certain extent 

account for the geometric nonlinearity of structure (the 

stiffening effect of the tension force in the cable). This 

conclusion has been demonstrated by the fact that the majority 

of the existing long span suspension bridges were correctly 

designed using the deflection theory before the computer era. 

5. ASSUMPTIONS MADE IN THEORY 

In the above theory, the following assumptions are made: 

1. Hanger is densely distributed along the bridge length 

direction; 

2. The stretching of hangers under wind loads is ignored; 

3. Changes of critical wind velocity caused by longitudinal 

deformation and lateral deflection of  stiffened girder are 

ignored; 



4. Configuration of cable during on completion is quadratic 

parabola; stress of stiffened girder due to dead load is 

ignored and 

5. Under the action of drag force of displacement-dependent 

wind loads, the load transferred to the stiffened girder 

from cables is assumed to be isosceles triangle 

distribution.         

6. SERIES METHOD 

The series method is a two-step process: the calculation of 

deflection response under the displacement-dependent wind 

loads and the calculation of the critical wind velocity. The 

response under the displacement-dependent wind loads is 

calculated from Fourier series. The critical wind velocity is 

calculated by means of an iterative method. It is found that a 

small number of iteration cycles and Fourier coefficients are 

sufficient enough for convergence. The series method is suit-

able for single-span suspension bridges. 

7. Three components of wind loads 

The three components of wind load are drag force, lift force 

and pitch moment. Consider a section of bridge deck in a 

smooth flow, as shown in Fig. 2. Assuming that under the 

effect of the mean wind velocity V with the angle of incidence 

α0, the torsional displacement of deck is θ. Then the effective 

wind angle of attack is α = α0 + θ. The components of wind 

forces per unit span acting on the deformed deck can be written 

in wind axes as: 

Drag force: Fv(α) =  0.5 ρ V2  Cy(α ) D   

                     (7) 

Lift force: Fz(α) = 0.5 ρ V2 Cz(α ) D   

                     (8) 

Pitch moment: M(α) = 0.5 ρ V2 Cm(α ) B2   

                     (9) 

 

Fig 2: THREE COMPONENTS OF WIND LOADS 

IN DIFFERENT AXES 

8. SOLUTION PROCEDURE 

1. Calculate the initial horizontal component of cable tension 

owing to dead loads of cables, hangers and stiffened girder 

from 
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2. Give an initial wind velocity V  

3. Initialize the iteration counter i = 1. 

4. If  i = 1, the coefficient bri = 0, Hpi = 0, and Hi = H0 in 

Eq. (13). 

5. Determine the coefficient ari by substituting bri, Hpi and 

Hi into Eq. (13). 

6. Calculate the vertical displacement of stiffened girder, 

η(x), from (10). 

7. Set i= i+1. 

8. Substitute η(x) into (9), and the new value of Hpi is 

determined. 

9. Let Hi= Ho+ Hpi 

10. Substitute Hi into (7), and the coefficient br is determined. 

11. Calculate the torsional displacement of stiffened girder, 

α(x), and the vertical displacement of stiffened girder, 

η(x), and the lateral displacement of stiffened girder, u(x), 

from (4), (10), (18) and (19), respectively. 

12. Check the convergence value ε1 using 
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13. If ε1 > ε1max, go to step 5. If ε1< ε1max, continue. 

14. Check the convergence using 

15. Check if 
iH  has a negative value.  

16. If Hi is a positive value, update the wind velocity V using 

17. V= V + ΔV     

18. Where V is the incremental wind velocity, go to step 2;  

19. Otherwise, STOP (end of calculation). 

The flowchart for the same is as shown in Fig. 3. 

 

 

 

 m (t/m) E(MPa) γ 

Steel box girder 18.33 210000.0 0.3 

Cable 2.397 200000.0 - 

Hanger 0.172 160000.0 - 



 

 

 

 

 

 

 

 

 

    

 

 

 

 

  

 

 

 

 

Fig 3: FLOW CHART FOR SOLUTION PROCEDURE 

9. VERIFICATION EXAMPLE 

The Hu Men suspension bridge in China was chosen for 

verification example. The general configurations of the bridge, 

shown in Fig. 5.03, are summarized as follows: a suspension 

bridge of main span 888 m; portal frame shape towers with 150 

m height; closed-box deck with 3.012 m depth and 35.6 m 

width; width between center lines of cables is 33 m; the 

spacing between the two hangers is 12.0 m. section material 

and geometrical features of the main member are indicated in 

Table 1. 

Table 1: SECTION GEOMETRICAL AND  

MATERIAL FEATURES 

 

The three components of the displacement-dependent wind 

loads were only considered for the bridge deck while for the 

cables only the initial drag force was considered. The angle of 

incidence α0= 0 is taken. The coefficients (e1, e2, c1, c2) are 

given by e 1 = 0.00877, e2 = 0.01838, c1 =0.02462, c2 = 0.0789. 

Sag of the cable is 143 m. Drag force acting on the towers was 

not considered. 

Comparison of different methods result for critical wind 

velocity is shown in table 4.02. From this table it can be seen 

that presented series method result using matlab-7.0 is nearly 

equal to paper result. And quite satisfactory result in the 

prediction of critical wind velocity can be obtained by using 

MATLAB program. And <5% difference with respect to 

accurate critical wind velocity calculated by different methods 

as shown in Table 2.  

Fig 4 shows horizontal tension in cable vs. wind velocity. 

From this fig it can be seen that horizontal tension in cable 

decreases with increase in wind velocity. And for a particular 

wind velocity it gives negative value. It indicates critical wind 

velocity, which may causes instability in suspension bridge. 

Table 2: RESULT COMPARISON FOR CRITICAL 

WIND VELOCITY 

 PAPER RESULT MATLA

B-7.0 

RESULT 

NFE

M 

LINEAR 

METHO

D 

SERIES 

METHO

D 

SERIES 

METHO

D 

Critical 

Wind 

Velocit

y (m/s) 

120.0 136.0 125.0 123.0 

 

 
Fig 4: HORIZONTAL TENSION VS. WIND VELOCITY 

Calculate Ho (Eq 20)

i =1, br
i
=0 , Hp

i =0 , Hi =Ho

i=1, nstep

Set V

Calculate Hp
i  (Eq 9)

Set i = i+1

Determine ar
i (Eq 13)

Calculate α(x) (Eq 4)

Determine br
i (Eq 7)

Convergence? (step 14) 

Convergence? (step 12)

V=
V+

ΔV

Start 

Stop 

NO

YES



10. Conclusions 

From this work following conclusions can be drawn: 

1. Series method gives very precise results compared to 

NFEM and linear method, the difference is @ <5% with 

respect to accurate critical wind velocity. Hence, series 

method is suggested for higher spans. 

2. The results show that the developed program is accurate, 

practical, and computationally efficient. 

3. By using series method, the problem of aerostatic analysis 

is greatly simplified, thus saving of computation time 

significantly. 

4. Vertical deflection and lateral shift of main cable element 

is having significant effect in deflected configuration of 

stiffened suspension bridges. 

5. To determine longitudinal movement of the girder, due to 

the inclination of the suspenders it is necessary to know 

the forces in the suspenders. 

6. Salient feature of HTML program is, it can simulate 

deflected shape of a cable element at various distances 

from tower. 
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Flooding in Computer Netowork With Passive 
Clustering 
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Abstract— An ad hoe network is a fast deployable self 
configuring wireless network characterized by node 
mobility, dynamic topology structure, unreliable media 
and limited power supply. Nodes in an ad hoc network 
must cooperate and carry out a distributed routing 
protocol in order to make multi-hop communications 
possible. On Demand Routing is one of the most popular 
routing styles in ad hoc networks. In On Demand 
Routing, "flooding" Is used to find a feasible route from 
source to destination. The function of flooding is to 
deliver a packet from one source to every other node in 
the system. Conventional flooding can be very costly in 
On Demand networks in terms of network throughput 
efficiency as well as node energy consumption. The main 
reason is that the same packet is rebroadcast 
unnecessarily several times (redundant rebroadcast). 
Indeed, the penalty of redundant rebroadcast increases 
when the size of network grows and the density of 
network increases. In this paper we introduce a novel 
clustering scheme, call Passive Clustering that can reduce 
the redundant rebroadcast effect in flooding.  

 

Keywords-Flooding, Passive Computing 

I. FLOODING IN COMPUTER NETWORKS 
Flooding is a packet dissemination procedure by which every 
incoming packet at a node is sent out on every outgoing link 
except the one it arrived on. In a wireless environment, the 
physical exclusion of the arriving link is impossible. Since 
the media is broadcast, a single relay of a flooding packet 
fulfils the task if the broadcasting is successful, i.e., all 
neighbors receive the packet. Unfortunately, some of the 
neighbors may not receive the packet due to many reasons 
including noise, receivers' status, mobility, collision etc. 
Since every neighbor that has received the packet will 
rebroadcast it, flooding can generate an infinite number of 
duplicate packets if there is no control mechanism. One of 
the mechanisms for prohibiting infinite duplication is 
tracking flooding packets. Duplicates are detected (from a 
unique source identifier and a sequence number, for 
example) by each receiving node and are immediately 
discarded in order to avoid endless looping. Another control 
mechanism is Time-to-Live (TTL). A flooding packet carries 

a TTL field which represents the maximum hop that the 
packet can traverse. Upon reception of a flooding packet, the 
receiving node checks the TTL field and determines whether 
the packet will be rebroadcasted (after decreasing TTL) or 
dropped. Path logging in a flooding packet can also be a 
controlling mechanism. By carrying a list of nodes that a 
flooding packet has visited, a node can easily avoid looping 
by examining its ID in the list. If there is a match, the node 
drops the "returning" packet. In spite of the control 
mechanisms listed above, flooding generates replicated 
packet arrivals to each node; namely, one replica for each 
neighbor. Thus, flooding overhead corresponding to 
replicated, redundant packets increases with connectivity. 
Flood search is the capstone of all on-demand rough and 
multicast protocols. These protocols need to find a path on 
demand. Since one generally assumes that there is no 
underlying routing or relative geographical positioning 
infrastructure that can guide the packet to destination, a path 
search query must be flooded to the entire network, or at least 
through a certain section (scope) of it. Once the path search 
query packet reaches a destination by flooding, the 
destination can report a path to the source as a reverse path 
through which the search packet came. Or the destination can 
report the path to the source with another flooding in case 
there are asymmetric finks. AODV (Ad hoc On-demand 
Distance Vector routing [1]), for example, uses seeped 
flooding to find a route. By tagging "Time To Live (TTL)" 
on each Route-Request flooding packet, a source gradually 
enlarges flood search diameters. On the other hand, DSR 
depends on complete flooding to the entire network if a 
source cannot find a path to destination in a single hop. If the 
communication patterns are "local", scoped flooding is 
effective. On the other hand, if destinations typically many 
hops away, it would be wasteful to run the incremental 
scoped flooding. 

II. EFFICIENT FLOODING 
Generally speaking, flooding in ad hoc networks is used to 
find a feasible  route to a destination or to advertise routing 
information. If the network is dense, it is not necessary for 
every node to relay the flood search packet. In fact, it may 
suffice to use only a subset of nodes as relays. There are 
many ways to reduce the number of forwarding participants. 
All of the approaches concern selecting the dominant set, i.e., 



a minimal subset of forwarding nodes which is sufficient to 
deliver the flooding packet to every other node in the system. 
There are two basic approaches for selecting the dominant 
set: without and with a clustering structure. The first 
approach (no clustering) includes the building of a source 
tree with the maximal number of leaf nodes and the building 
of a well covered mesh [6,7]. By excluding leaf nodes from 
forwarding participation, the method can improve flooding 
efficiency. To build such source tree, two hop connectivity 
information is necessary. To collect the required information, 
at least two complete floorings from a source are necessary. 
The first flooding (which can be replaced with well-
coordinated hello messages) is to learn the one-hop 
neighbors. The second flooding is to report the direct (one-
hop) neighbor lists. By collecting the complete neighbor lists 
of all of its neighbors, a node can construct the two-hop 
connectivity, i.e., the list of nodes that are two hops away. 
From this fist, each node selects the minimum set of one-hop 
neighbors which cover all the downstream two-hop 
neighbors. This problem can be reduced to the well-known 
"set-cover" problem (NP-complete). Starting from a source 
and applying this procedure recursively one generates the 
non-leaf nodes of a minimal flooding tree. Span  and GAF  
build their dominant set as a well-covered mesh. Span selects 
nodes that are potentially on critical paths as coordinators, 
i.e. members of a dominant set. GAF partitions the region 
with a grid such that any nodes in neighboring cells can 
communicate each other; one node per cell is selected to 
form the dominant set. The complexity of the selection 
algorithm in this category is dependent on the number of 
neighbors (except for GAF which requires GPS information 
instead). In other words, complete neighbor list knowledge is 
always the assumption. Note that the neighbor-learning 
procedure is not trivial in ad hoc networks and it involves 
substantial overhead with high node density and mobility. 
The second  approach is based on a two-hop clustering 
structure. To illustrate this concept., let us consider the n 
node example in Figure 1. Let r be a transmission range, and 
the size of the roaming space be .((k/√2)r)* ((k/√2)r) where k 
is an even number (Figure 1 depicts the case of k = 6 ). There 
are n nodes in the square, but in the figure we only show the 
nodes at coordinates ((a/√2)r, .((a/√2)r)) where either a or b 
is an integer smaller than k. This  "selection" of nodes is 
known as "two hop clustering.", ie, any two nodes in a cluster 
are separated by at most two hops. The nodes at the center of 
the circles are "cluster heads" and the light-shaded nodes in 
between are "gateways." Clearly, such nodes represent a 
connected set. They are in fact the dominant set  required to 
forward the flood packets. Without the cluster overlay shown 
in Figure 1, each flood packet is relayed exactly n-1 times, as 
each node must rebroadcast the packet once. On the other 
hand,  

 (k-1)*k/2+k/2(k/2-1)=(k*(3*k-4))/4  

broadcasts suffice if only cluster heads and gateways forward 
the packet. Note that in the cluster restricted forwarding, 
ALL nodes still receive the flood packet. The flooding 
reduction is thus ((k*(3*k-4))/4)/(n—I) In case of n = 100 

and k=6, the number of broadcasts required in the cluster is 
21 instead of 99. In other words, 78.8% of transmissions can 
be saved. This is not even a very dense network (each node 
has about 12 neighbors). As we increase the number of nodes 
in the system (and therefore the density), the clustering 
structure and thus the broadcast remains the same. As a 
result, the saving increases with the node density, 

 

Figure 1. Selective Gateway Flooding Scenario  

III. CLUSTERING IN AD HOC NETWORKS 
In the previous section we showed that clustering is one of 
the key approaches to flood overhead reduction. In this 
section, we elaborate on this important concept. Clustering in 
wireless ad hoc networks has been  investigated in the past in 
order to enhance network manageability, channel efficiency, 
and energy economy. Moreover, clustering is indispensable 
for hierarchical routing or multicasting[2]. However, the 
clustering schemes proposed so far in the  literature are 
"active". They require a constant refresh rate of cluster-
dependent information, and therefore introduce significant 
background control overhead even if there is no data to send 
in the network. In some applications, for example, covert 
military operations and sensor networks, this periodic control 
traffic is highly undesirable. The penalty introduced by the 
control traffic (eg, exposure to enemy interception, power 
consumption, etc) may offset the benefits offered by 
clustering. Clustering in ad hoc networks can be informally 
defined as grouping of nodes into a  manageable set. Many 
prior research efforts carried out clustering in different ways. 
Such efforts started with the DARPA packet-radio network . 
As a result, the network was dynamically organized into 
clusters similar to the cluster structure shown in fig. 1.  

Several clustering mechanisms have been proposed in the 
literature  The schemes reported in all lead to similar 
structures (overlapping two-hop clusters with cluster heads). 
The schemes in partition the network into disjoint sets of 
clusters. All of these clustering mechanisms assume prior 
knowledge of the full neighbor list, or they periodically 
monitor neighbor information by exchanging explicit control 



packets. This topology learning overhead is significant if the 
number of neighbors is large and the topology is dynamic. 
None of these schemes will work properly with only partial 
neighbor information. An important subclass implements 
two-hop clustering. Two-hop clustering requires that every 
node in a cluster be reached from another node in the same 
cluster with at most two hops. Two-hop cluster is a natural 
clustering structure in ad hoc networks. It only requires direct 
neighbor information and is easy to construct. The cluster 
structure in Figure 1 is an example of a two-hop cluster 
structure. Two-hop clustering has the following properties:  

• There is a cluster head at the center of a cluster, and the 
cluster head can communicate with any node in the cluster 
with a single hop. 

• No cluster heads arc directly linked. 

• Any two nodes in a cluster are at most two hops away. 
Two-hop clustering ends up with a structure similar to the 
cellular system. There are cluster heads at the center of each 
duster (a useful by-product). Nodes belonging to more than 
one  cluster are gateways. The rest of the nodes are ordinary 
nodes. 

A.Limitation of Existing (Active) Clustering Scheme 
Most clustering algorithms in the past have been studied via 
simulation and have used the complete neighborhood 
information. Unlike the simulation environment, accurate 
global information regarding node locations and adjacency 
relations is hard to collect in an actual wireless ad hoc 
network implementation, especially when the node density is 
high. The major difficulties stem from unreliable and limited 
link capacity, and from node mobility. Node locations and 
neighborhood information are key for clustering; 
unfortunately, they do vary in time. Without the help of a 
special node – say "oracle" which can listen or talk to all the 
nodes at the same time - adjacency (neighborhood) 
information can only be collected by exchanging beacons or 
hello messages. In this neighbor learning process, no 
mobility is generally assumed. To ensure the correct 
collection of neighborhood information, existing clustering 
solutions rely on periodic broadcast of the neighbor list. In 
the period of neighbor learning and initial clustering, it is 
essential that there is no mobility for proper convergence. 
The quasi-stationary assumption must hold during the 
adjacency information collecting period, initial clustering, 
and the re-clustering or clustering maintenance  period. If 
there is motion, we may have to deal with stale neighborhood 
information during the neighbor learning period. Moreover, 
mobility causes adjacency relations to change, which in turn 
may trigger re-clustering throughout the network. Other 
drawbacks including isolation (structural disconnection), etc., 
are listed and explained in. 

 

IV. PASSIVE CLUSTERING 
In this section, we introduce a new cluster formation protocol 
that is free  from the periodic overhead and other Imitations 
discussed in the previous section. This novel approach not 
only overcomes many limitations of existing clustering 
mechanisms, but also improves performance and yields new 
features. Here, we present the concept of passive clustering 
and illustrate its operation by example. The proof of its 
correct operation and the detailed description can be found 
in.  

A.Protocol Overivew 
Passive Clustering is a cluster formation protocol that does 
not use dedicated protocol-specific control packets or signals. 
Conventional clustering algorithms[2], as earlier discussed, 
require all of the participating network nodes to advertise 
cluster dependent information repeatedly. Moreover, most  of 
the existing clustering schemes require the execution of a 
separate  clustering phase prior to any network layer activity 
(e.g., routing). With passive clustering, we avoid all the 
above limitations. By monitoring user data packets that 
piggyback some predefined cluster information, we can build 
impromptu "soft state" clusters for mobile wireless networks. 
Thus, the cluster infrastructure can be constructed as a by-
product of user traffic, without any dependency on the 
routing protocol, for example. In passive clustering, each 
node collects neighbor information from the MAC sender 
address carried  by the incoming packets, and can construct 
clusters even without collecting the complete neighbor list. 
This is an innovative approach to clustering which virtually 
eliminates major cluster overheads - the time latency for 
initial clustering construction as well as the communication 
overhead for neighbor information exchanges. Instead of 
using protocol specific signals or packets, cluster status 
information (2 bits for four states: Initial, Cluster head, 
Gateway, and Ordinary-node states) of a sender is stamped in 
a reserved field in the packet header. Sender ID (another key 
piece of information for clustering) is carried by all the 
existing MAC protocols and can be retrieved from the MAC 
header. Since in flooding the MAC packets are transmitted in 
broadcast (instead of unicas0 mode, every node receives and 
reads the packets (in a promiscuous way), and thus 
participates in passive clustering. Note: you cannot perform 
flooding at the MAC layer because you need to detect 
duplicates (reading, for example, flood originator ID number 
which is stored in the packet, not MAC, header). Since 
passive clustering relies on flooding packets, it may as well 
be done at the packet layer. Surprisingly, simulation results 
show that passive clustering can form better clusters than 
conventional clustering schemes based on eight (i.e., ID, 
degree, etc.) information. This is  because passive clustering 
(as used in the support of ad hoc muting schemes) uses 
network traffic that emanates from sources (i.e., the source in 
search of a path). If a cluster structure is constructed by a 
flooding from a single source, the resulting structure is 
completely immune from logical isolation and lack of 
connectivity. Clustering stability and fast convergence time 
are other important properties required of clustering 



algorithms. To improve clustering stability and speed up 
convergence, and most importantly, to avoid the "stationary " 
requirement during the neighbor-learning and clustering 
phase, we developed a new cluster head election rule which 
does not require any weight information. We call this rule 
'first declaration wins." With the first declaration wins rude, a 
node which first claims to be the cluster head remains the 
cluster head and "rules" the rest of nodes in its clustered area 
(radio coverage). There is no waiting period (to make sure all 
the neighbors have been checked) unlike in all the weight-
driven clustering mechanisms. 

B.Operational Description 
When a node is ready to become a cluster head and has 
packets to send, it declare that it is a cluster head by stamping 
its clustering state claim in the packets. Since passive 
clustering does not support explicit control packets or signals 
of its own. a cluster head-ready node must postpone its claim 
until it has outgoing "application" packet level traffic, for 
example, flood search packet traffic. After a successful 
transmission from an aspiring cluster head, every node within 
radio coverage learns the presence of the cluster head by 
monitoring the "cluster" state of the received packets. At this 
point, the neighbors of the cluster head record the cluster 
head information (cluster head ID and the most recent 
transaction time-timestamp) and change their clustering 
states as discussed below. The readiness of being a cluster 
head is determined by network activities as well as by the 
node's clustering state. After a period of inactivity (i.e., no 
incoming or outgoing traffic for longer than the cluster 
timeout period), all the nodes revert to the INITIAL state. 
Only nodes in INITIAL state can be cluster head candidates - 
in other words, two hop is the minimum distance between 
any two cluster heads since all neighbors of a declared cluster 
head exit the INITIAL state. After a cluster head successfully 
asserts its state, it functions as a cluster head. Cluster beads 
collect neighbor information by monitoring the network 
traffic. They are responsible for relaying intra cluster packets. 
A node that hears more than one cluster head becomes a 
GATEWAY. It reverts to ORDINARY node if it does not 
hear from more than one cluster head for a given period. In 
the next section we will describe a slightly modified 
procedure (selective gateway) in which a part of gateways in 
this definition also reverts to ordinary node upon hearing a 
certain number of other gateways. A node that is neither a 
cluster head nor a gateway is an ordinary node. The ordinary 
node does not forward flooding packets. It is precisely this 
forward-suppression mechanism that reduces flood overhead. 
Gateway nodes and cluster heads, on the other hand, will 
keep forwarding the flood packets. Because of the passive 
nature of the collection mechanism, neighbor information is 
kept in soft state and is possibly incomplete. Note here again 
that complete neighbor information is no longer necessary to 
form the  structure. By using timestamps for neighbor 
information, we preserve the freshness of the information. 
Ordinary nodes and gateways keep a list of their cluster 
head(s) in soft states. The time, out period has to be carefully 
chosen based on node mobility and communication pattern. 

Non-cluster head nodes can collect their own cluster head(s) 
information in a passive way. If a received packet is from a 
cluster head (after checking the status information in the 
packet), non-cluster head nodes compare the sender 113 of 
the packet with their own cluster head list and add or refresh 
accordingly. 

 

V. SELECTIVE GATEWAY PASSIVE CLUSTERING 
In typical examples implementing the above basic scheme, 
one quickly discovers that the number of gateways is quite 
significant and is typically larger than that of ordinary nodes. 
Clearly, there is quite a bit of redundancy here, and not all of 
the gateways have to relay the flooding packets. It is 
mandatory to reduce the number of gateways in order to 
achieve efficient flood search packet suppression. Careful 
gateway selection is the natural solution to improving 
flooding  efficiency. To select the strictly minimal set of 
gateways, we would need to collect the cluster head list for 
each gateway, and then choose one gateway for each pair of 
cluster heads. This is another set-cover problem and 
introduces extra communication and computation overhead 
since the procedure requires cluster head list exchanges 
between gateways. In order to avoid the communication and 
computation complexity, we introduce a heuristic solution to 
this problem in the following section. 

A.Gateway Selective Heuristic 
Instead of selecting a single gateway between adjacent 
cluster heads (two-hops away), we developed a heuristic 
algorithm that enables a limited number of gateways, and at 
the same time, preserves adequate connectivity within the 
resulting cluster structure. The selection algorithm provides 
many advantages including on-the-fly flooding improvement, 
redundant connectivity, and higher overall flooding 
efficiency. The heuristics also allows "distributed gateway" 
implementations Every non-cluster head node monitors and 
keeps track of the number of cluster heads (NC) and the 
number of gateways (NG) within range. Whenever a non-
cluster head node hears a packet from a cluster head or a 
gateway, the node becomes a gateway if a • NC + fl > NG, 
where ~t is a coefficient properly chosen based on the desired 
degree of gateway redundancy (a _> O) and ~ is a gateway 
redundancy factor (fl >_ 0). Otherwise, the non-cluster head 
node becomes an ordinary node. The larger the number of 
cluster heads that a node can hear, the higher the chance to 
become a gateway. By manipulating a, ,0, we can control the 
number of gateways in the system. The larger the number of 
gateways, the lower the gain in forwarding overhead 
reduction. On the other hand, if there are too few gateways, 
connectivity may be impaired leading to a poor network 
performance. In this paper, a and ]/are global system 
parameters and are both set to 1. The values of a and p should 
be chosen based on considerations including channel quality, 
noise level, as well as traffic pattern. For that reason, a and p 
can be local parameters, ie, they can be locally adjusted to 
provide better adaptability and flexibility. In dense networks 
where packet collisions abound, higher values of those 



parameters lead to more gateways and better network 
performance by distributing network traffic over more 
gateways. Conversely, in low density we suggest to keep the 
parameters low to discourage multiple gateway creation. By 
introducing these heuristic, passive clustering strikes a good 
balance between cluster heads and gateways and retains only 
a handful of forwarding nodes for flood search no matter how 
high the node density is. The gateway selection procedure is 
fully distributed, and requests only local information. No 
cluster head fist exchange is required.  

B.Flooding Improvent on Fly 
Let us consider the example of single-source flooding from a 
cold start. Every node is in the Initial state, and a source 
broadcasts a Route  Request packet. The immediate 
neighbors of the source receive the packet, and change their 
state to Cluster head-Ready. When one of the neighbors is 
ready to forward the packet, it changes its state to Cluster 
head, and broadcasts the Route Request packet with the 
Cluster head state  assertion. This time, all the nodes 
including the source that receive the relayed Route Request 
packet from that newly proclaimed cluster head are eligible 
m become gateways since they have heard from one cluster 
head, and from no gateways (for simplicity, in this case we 
assume a = 1 and p = 0.) Now, one of the gateways except 
the source may relay the flood search packet. This relay does 
not switch any gateways back to ordinary nodes because they 
still have the number of cluster heads (= 1) which is equal to 
or smaller than the number of gateways (0 or 1). Let us say 
that a second gateway within range of the first declared 
gateway relays the flooding packet. Thereafter, none of 

nodes in the intersection area of those two gateways can 
become a gateway - they turn into ordinary nodes after they 
receive the second flooding packet - their head count for 
cluster head equals 1 but they have already 2 gateways. One 
may notice that there is a chance of critical path loss with these  
heuristics. However, extensive simulation experiments have 
shown that the risk of flood delivery failure to certain areas of 
the network is negligible, even with moderate node density, if 
the coefficient a and the redundancy factor p are properly 
chosen. With additional assistance from the routing protocol, 
we can completely eliminate such "block out" areas. 

C.Properties of Passive Cluster Solution 
It is appropriate at this point to compare and contrast passive 
clustering with traditional, lowest ID active clustering. We 
have already discussed the  impact of the background 
updating procedure and the neighbor list broadcast 
requirements on the control traffic overhead caused by active 
clustering. Here we focus on the structure of the solutions. 
Typically, one finds that the two solutions axe comparable 
(in terms of number and layout of clusters). Major 
differences are: (a) the fact that active clustering is carried 
out independently, in the background and in parallel across 
all nodes in the network, while passive clustering is "on-
demand" and is initiated by a single "source", namely the 
first source that needs to send data. Thus, active clustering 
tends to lead to disconnected islands (which require the 

"distributed gateway" feature- ie gateway to gateway finks to 
reestablish connectivity). Passive clustering does not suffer 
from this problem (albeit it can also be extended to support 
distributed gateways) (b) the fact that passive clustering 
features the "selective gateway" provision. Popular active 
clustering schemes do not include such feature (c) the lowest 
ID feature tends to make the active clustering more sensitive to 
mobility - the cluster head can be more easily challenged by 
newcomers with lower ID Another important issue is the 
suitability of Passive Clustering for Low Energy operations, as 
in battlefield scenarios or sensor network applications. Repeated 
selection of the same subset of clusters and gateways can be 
detrimental to low power operation in that it creates uneven 
energy consumption. In this respect, passive clustering is 
beneficial. In fact it favors even distribution since at each new 
cluster formation round (caused by the arrival of a new user data 
session, say), new clusters and gateways are selected as the 
source changes and/or, even in the case of same source, the 
random timers cause different cluster-heads and gateways to 
assert their role first. In the case of "permanent" traffic pattern 
where the cluster structure tends to persist, a possible remedy is 
to associate the cluster-head and gateway status with a minimum 
energy level requirement. When energy drops below this 
threshold, the role is given up triggering a new election.  

VI. CONCLUSION 
A passive new clustering algorithm for efficient flooding in 
ad hoc  networks. For efficient flooding, we propose to 
superimpose an on demand cluster structure which can be 
quickly  deployed in the "unstructured" ad hoc network, and 
let only non-ordinary nodes (cluster heads, gateways, "initial 
state" nodes) participate in the flooding process. Due to its 
passive nature, passive clustering does not introduce any 
control packets dedicated to the protocol. In other words, it is 
"control overhead free". Thus, it can reduce the cost of flood 
search significantly without producing any line overhead. 
Even better, there is no preparation time or overhead for 
selecting dominant sets. As the results, the number of 
flooding relays can be  significantly reduced even during the 
first flooding. This is the unique feature and strongest 
advantage of the proposed mechanism. It is especially useful 
for ad hoc networks with high mobility. The gateway 
selection scheme is density-adaptive. Its efficiency increases 
linearly with the number of neighbors, ie, with node density. 
Beside assisting with flood reduction, the clustering structure 
offers several other side benefits. In particular, it can be 
beneficial to routing scalability, re, ability and QoS support. 
Passive clustering is a self-sufficient clustering scheme. The 
protocol collects all the 

necessary information itself and does not require costly 
information like global topology knowledge from the lower 
layer. The resulting cluster structure is superior to any 
existing clustering algorithm in terms of stability, mobility 
robustness and connectivity. Passive clustering can build the 
cluster structure with partial neighbor information which, in 
most cases, is the only possible information available in an 
ad hoc network.  
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Abstract:-Artificial Intelligent methods such as Fuzzy Logic 
control and Neural Network control have found high 
applications in most of the nonlinear systems like the electric 
motor drives. These Intelligent controllers can be used for 
any system without requirement of the system mathematical 
model unlike that of the conventional electrical drive control, 
which requires the mathematical model. Due to the usage of 
the FLC and Neural Network control concept, the efficiency, 
reliability & performance of the AC drives increases. This 
paper presents a Fuzzy logic and Neural network based speed 
controller and its design for vector controlled induction 
motor drive. These controllers have been implemented on 3 
phase, 415 V, 5 HP squirrel cage induction motor. Test 
response for the developed schemes are given and discussed 
in detail. 
 
Key words: Induction motor, Vector control, Fuzzy logic, 
Neural Network 
 
1. Introduction: 

 
Induction motors are widely used in industries due to its robust 
construction and low maintenance. Separately excited dc 
drives are simpler in control because independent control of 
flux and torque can be brought about. In contrast, induction 
motors involve a coordinated control of stator current 
magnitude and the phase, making it a complex control. The 
stator flux linkages can be resolved along any frame of 
reference. This requires the position of the flux linkages at 
every instant. Then the control of the ac machine is very 
similar to that of separately excited dc motor. Since this control 
involves field coordinates it is also called field oriented 
control. The requirement of the phase angle of the flux 
linkages in the control process gives the name vector control. 
[1] 
 
Along with industrial progress high performance drives are 
essential. Recent advances in semiconductors, converters and 
new control techniques have great role in this progress. 
Usually classical control requires accurate mathematical model 
of the system and also its performance decreases for nonlinear 
system such as drives. Recently by adapting non linear speed 
control techniques the dynamic performance of electric drives 
can be improved. 

This paper proposes implementation of fuzzy logic and Neural 
Network control scheme applied to model of Induction motor. 
Both the controllers are developed on MATLAB environment. 
The performance of Fuzzy logic controller and Neural 
Network controller is compared with that of classical controller 
in terms of rise time and steady state error. The developed 
control scheme was verified by simulation and the results 
obtained demonstrate the effectiveness of Intelligent 
controllers. 
 
2. Indirect Vector control: 
 
Indirect vector control method is very popular in industrial 
applications. The block diagram of VCIMD is shown in fig.1. 
The motor current is decomposed in two components ids and 
iqs, direct and indirect axis current with respect to 
synchronously rotating reference frame. These current are 
responsible for producing flux and torque respectively. Here 
unit vector signals are generated in feed forward manner. This 
method uses indirect procedure to ensure presence of rotor flux 
in the direct axis. With the help of an intelligent controller, the 
speed error is converted into a torque controlling current 
component iqs, of the stator current. This current component is 
used to regulate the torque along with the slip speed. [1] 
 

 
 
The following equations are necessary to implement vector 
control scheme. 



 

 
3. Fuzzy Logic speed controller Principle and Design: 
 
Basic structure of the fuzzy logic controller to control the 
speed of the induction motor 
consists of 4 important stages: Fuzzification, Knowledge Base, 
Decision-making unit and 
the Defuzzification. [3] 
 

 
 
The design of fuzzy logic controller start with defining 
input/output variables of controller. In this case first input 
variable is speed error e (k) and second is the change in speed 
error _e(k). The output variable of the FLC is the change in the 
torque. 
 
3.1 Fuzzification: 
 
In this stage the crisp variables e(k) and _e(k) are converted 
into fuzzy variables which can be identified by membership 
function. The fuzzification maps the error and change in error 
to linguistic labels of fuzzy sets. The proposed controller uses 
following linguistic labels: 
 
NB (Negative Big), NM (Negative medium), NS (Negative 
small), NVS (Negative very small), 
Z(Zero), PVS (Positive Very Small), PM(Positive Medium), 
PB(Positive Big). 
 

 
 
 
3.2 Knowledge Base and Decision making Unit: 
 
Knowledge base involves defining the rules represented as IF-
THEN rules statements which govern relationship between 
inputs and output variables in terms of membership functions. 
In this stage the input variables are processed by inference 
engine that executes 7x7 rules represented in rule base using 
fuzzy operator (AND,OR). The mapping of the fuzzy inputs 
into the required output is derived with the help of a rule base 
as given in following Table. 
 
Table: 1 Rules of Fuzzy Logic Controller 

 
 
Considering the first rule, it can be interpreted as: IF speed 
error is NB and rate of change of speed error NB, THEN the 
output will be NB. 
 
3.3 Defuzzification: 
 
The output of the decision-making unit is given as input to the 
de-fuzzification unit and the linguistic format of the signal is 
converted back into the numeric form of data. In this paper, the 
center of gravity (COA) or centroids method is used to 
calculate the final fuzzy value _T(k). This 
edeTorque value is used to calculate iqs, which in turn used to 
command the induction motor via 2Φ-3Φ block. 
 
4. Neural Network Controller: 
 
The ANN is an Artificial Intelligent technique which is 
machine like human brain with properties such as learning 
capability and generalization. It is a system of interconnecting 
neurons in a network which work together to form the output 
function. Neuron is a fundamental processing component of a 
neural network.[5] The performance of ANN relies on member 
neurons of network collectively. So that it can still perform its 
overall function even if some of the neurons are not 
functioning. Thus, they are very robust to error failure. It 
required a lot of training to 
understand the model of the plant. To approximate complicated 
nonlinear functions is the basic property of ANN. [6] 
 



 
 
Here, neural network is used to produce torque producing 
component of current iqs. 
The back propagation training algorithm is used for this 
network. The following matlab 
simulation program is developed for this purpose, which train 
the network using the back propagation training method.[8] 
 
Code: 
net=newff(minmax(ip11),[2,1],{'tansig','purelin'},'traingd'); 
net = init(net) 
net.trainParam.show =50; 
net.trainParam.lr = 0.1; 
net.trainParam.epochs =5000; 
net.trainParam.goal = 0.001; 
[net,tr]=train(net,ip11,op11); 
a = sim(net,ip11); 
 

 
 
5. Results and discussion: 
Here fuzzy Logic controller and Neural Network controllers 
are developed. Both of these are constructed into 
MATLAB/SIMULINK environment. Simulation tests were 
carried out on the PI 
controller, FL controller and Neural Network controller. 
Results are comp 
response. 
 
Figure 6 show the comparison of speed response of PI, FLC 
and Neural Network controllers at no load. Rise time of fuzzy 
logic controller is found better compare to conventional PI 
controller. Rise time of neural network controller is less than 
that of fuzzy and PI controller. Both fuzzy and 
neural controller does not find any overshoot. Steady state 
error is within limit for both fuzzy and neural network 
controller. Figure 7 (a), Fuzzy logic controller and Neural 
network controller respectively. 

 
 

 
 

 
 

 
 
Fig.7 Stator current comparison at no load 
 
6. Conclusion: 
 
This paper introduces indirect vector control of induction 
motor using intelligent techniques. It successfully demonstrates 
the application of fuzzy logic and neural network for vector 
controlled induction motor drive. Time response of PI 
controller is compared with fuzzy logic controller and 
neural network controller. Performance of Neural Network 
controller is better in terms of rise time. There is no overshoot 
in both fuzzy controller and Neural network controller. Also 
steady state error is acceptable for both the controller. Here the 
performance and reliability of induction 
motor is found better. 
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Abstract:-SOA and Web Services are two buzzwords in the 
software industry now a days. Most of the people are 
confused about, What they are?. And they don’t know the 
difference, they take them as synonyms. In this paper, we 
clearly show the difference between these two.Also the 
architecture of the Web Services in normal situation and 
architecture for web services based on SOA in terms of 
Mobile Augmented Reality System. 

Introduction : 

Einstein made that famous statement many decades ago, and 
it's still relevant today for building superior software systems. 
Unfortunately, as anyone who has been in the IT industry for 
long can point out, far too many software systems have failed 
Einstein's test. Some are made too simple to carry out the 
duties they are supposed to perform. Others are made too 
complex, and the costs of building and maintaining them have 
rocketed, not to mention the nearly impossible tasks of 
integrating different systems together. It seems that reaching 
the right level of simplicity is more like a dream than reality.  

Loose Coupling: 

We don't have to look far to find the problems. As we build 
more and more software systems, we see similar situations and 
patterns appearing. Naturally, we want to reuse the 
functionality of existing systems rather than building them 
from scratch. A real dependency is a state of affairs in which 
one system depends on the functionality provided by another. 
If the world only contained real dependencies, Einstein's test 
would have been satisfied long time ago. The problem is that 
we also create artificial dependencies along with real 
dependencies. 

If you travel overseas on business, you know that you must 
bring power adapters along with you or your life will be 
miserable. The real dependency is that you need power; the 
artificial dependency is that your plug must fit into the local 
outlet. Looking at all the varying sizes and shapes of those 
plugs from different countries, you would notice that some of 
them are small and compact while many others are big and 
bulky. 

The lesson here is that we cannot remove artificial 
dependencies, but we can reduce them. If the artificial 
dependencies among systems have been reduced, ideally, to 
their minimum, we have achieved loose coupling. In that 
sense, Einstein was just talking about was loose coupling. We 
might rework his famous principle thus: "Artificial 
dependencies should be reduced to the minimum but real 
dependencies should not be altered."  

SOA Defined and Explained 

Now we are able to define a Service Oriented Architecture 
(SOA). SOA is an architectural style whose goal is to achieve 
loose coupling among interacting software agents. A service is 
a unit of work done by a service provider to achieve desired 
end results for a service consumer. Both provider and 
consumer are roles played by software agents on behalf of their 
owners. 

This sounds a bit too abstract, but SOA is actually everywhere. 
Let's look at an example of SOA which is likely to be found in 
your living room. Take a CD for instance. If you want to play 
it, you put your CD into a CD player and the player plays it for 
you. The CD player offers a CD playing service. Which is nice 
because you can replace one CD player with another. You can 
play the same CD on a portable player or on your expensive 
stereo. They both offer the same CD playing service, but the 
quality of service is different. 

The idea of SOA departs significantly from that of object 
oriented programming, which strongly suggests that you 
should bind data and its processing together. So, in object 
oriented programming style, every CD would come with its 
own player and they are not supposed to be separated. This 
sounds odd, but it's the way we have built many software 
systems.  

The results of a service are usually the change of state for the 
consumer but can also be a change of state for the provider or 
for both. After listening to the music played by your CD 
player, your mood has changed, say, from "depressed" to 
"happy". If you want an example that involves the change of 
states for both, dining out in a restaurant is a good one. 



The reason that we want someone else to do the work for us is 
that they are experts. Consuming a service is usually cheaper 
and more effective than doing the work ourselves. Most of us 
are smart enough to realize that we are not smart enough to be 
expert in everything. The same rule applies to building 
software systems. We call it "separation of concerns", and it is 
regarded as a principle of software engineering. 

How does SOA achieve loose coupling among interacting 
software agents? It does so by employing two architectural 
constraints: 

1. A small set of simple and ubiquitous interfaces to all 
participating software agents. Only generic semantics 
are encoded at the interfaces. The interfaces should be 
universally available for all providers and consumers.  

2. Descriptive messages constrained by an extensible 
schema delivered through the interfaces. No, or only 
minimal, system behavior is prescribed by messages. 
A schema limits the vocabulary and structure of 
messages. An extensible schema allows new versions 
of services to be introduced without breaking existing 
services.  

As illustrated in the power adapter example, interfacing is 
fundamentally important. If interfaces do not work, systems do 
not work. Interfacing is also expensive and error-prone for 
distributed applications. An interface needs to prescribe system 
behavior, and this is very difficult to implement correctly 
across different platforms and languages. Remote interfaces 
are also the slowest part of most distributed applications. 
Instead of building new interfaces for each application, it 
makes sense to reuse a few generic ones for all applications. 

Since we have only a few generic interfaces available, we must 
express application-specific semantics in messages. We can 
send any kind of message over our interfaces, but there are a 
few rules to follow before we can say that an architecture is 
service oriented. 

First, the messages must be descriptive, rather than instructive, 
because the service provider is responsible for solving the 
problem. This is like going to a restaurant: you tell your waiter 
what you would like to order and your preferences but you 
don't tell their cook how to cook your dish step by step. 

Second, service providers will be unable to understand your 
request if your messages are not written in a format, structure, 
and vocabulary that is understood by all parties. Limiting the 
vocabulary and structure of messages is a necessity for any 
efficient communication. The more restricted a message is, the 
easier it is to understand the message, although it comes at the 
expense of reduced extensibility. 

Third, extensibility is vitally important. It is not difficult to 
understand why. The world is an ever-changing place and so is 
any environment in which a software system lives. Those 
changes demand corresponding changes in the software 
system, service consumers, providers, and the messages they 
exchange. If messages are not extensible, consumers and 
providers will be locked into one particular version of a 
service. Despite the importance of extensibility, it has been 
traditionally overlooked. At best, it was regarded simply as a 
good practice rather than something fundamental. Restriction 
and extensibility are deeply entwined. You need both, and 

increasing one comes at the expense of reducing the other. The 
trick is to have a right balance. 

Fourth, an SOA must have a mechanism that enables a 
consumer to discover a service provider under the context of a 
service sought by the consumer. The mechanism can be really 
flexible, and it does not have to be a centralized registry.  

Purpose of the Web Service Architecture 

Web services provide a standard means of interoperating 
between different software applications, running on a variety 
of platforms and/or frameworks. This document (WSA) is 
intended to provide a common definition of a Web service, and 
define its place within a larger Web services framework to 
guide the community. The WSA provides a conceptual model 
and a context for understanding Web services and the 
relationships between the components of this model.  

The architecture does not attempt to specify how Web services 
are implemented, and imposes no restriction on how Web 
services might be combined. The WSA describes both the 
minimal characteristics that are common to all Web services, 
and a number of characteristics that are needed by many, but 
not all, Web services.  

The Web services architecture is an interoperability 
architecture: it identifies those global elements of the global 
Web services network that are required in order to ensure 
interoperability between Web services.  

What is a Web service? 

A Web service is a software system designed to support 
interoperable machine-to-machine interaction over a network. 
It has an interface described in a machine-processable format 
(specifically WSDL). Other systems interact with the Web 
service in a manner prescribed by its description using SOAP 
messages, typically conveyed using HTTP with an XML 
serialization in conjunction with other Web-related standards. 

Agents and Services 

A Web service is an abstract notion that must be implemented 
by a concrete agent. The agent is the concrete piece of software 
or hardware that sends and receives messages, while the 
service is the resource characterized by the abstract set of 
functionality that is provided. To illustrate this distinction, you 
might implement a particular Web service using one agent one 
day (perhaps written in one programming language), and a 
different agent the next day (perhaps written in a different 
programming language) with the same functionality. Although 
the agent may have changed, the Web service remains the 
same. 

Requesters and Providers 

The purpose of a Web service is to provide some functionality 
on behalf of its owner -- a person or organization, such as a 
business or an individual. The provider entity is the person or 
organization that provides an appropriate agent to implement a 
particular service.  
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the role of policies and how they govern the message level 
model. The abridged diagram shows the key concepts; the 
detailed diagram expands on this to include many more 
concepts and relationships. 

2) The Service Oriented Model focuses on aspects of service, 
action and so on. While clearly, in any distributed system, 
services cannot be adequately realized without some means of 
messaging, the converse is not the case: messages do not need 
to relate to services. 

The Service Oriented Model is the most complex of all the 
models in the architecture. However, it too revolves around a 
few key ideas. A service is realized by an agent and used by 
another agent. Services are mediated by means of the messages 
exchanged between requester agents and provider agents.  

A very important aspect of services is their relationship to the 
real world: services are mostly deployed to offer functionality 
in the real world. We model this by elaborating on the concept 
of a service's owner — which, whether it is a person or an 
organization, has a real world responsibility for the service.  

Finally, the Service Oriented Model makes use of meta-data, 
which, as described in  Service Oriented Architecture, is a 
key property of Service Oriented Architectures. This meta-data 
is used to document many aspects of services: from the details 
of the interface and transport binding to the semantics of the 
service and what policy restrictions there may be on the 
service. Providing rich descriptions is key to successful 
deployment and use of services across the Internet.  

3) The Resource Oriented Model focuses on resources that 
exist and have owners. 

The resource model is adopted from the Web Architecture 
concept of resource. We expand on this to incorporate the 
relationships between resources and owners. 

4) The Policy Model focuses on constraints on the behavior of 
agents and services. We generalize this to resources since 
policies can apply equally to documents (such as descriptions 
of services) as well as active computational resources.  

Policies are about resources. They are applied to agents that may 
attempt to access those resources, and are put in place, or 
established, by people who have responsibility for the resource.  

Policies may be enacted to represent security concerns, quality 
of service concerns, management concerns and application 
concerns.  

Conclusion: 

The web services approach is based on a maturing set of standards 
that are widely accepted and used. This widespread acceptance 
makes it possible for clients and services to communicate and 
understand each other across a wide variety of platforms and 
across language boundaries. Design architecture for mobile 
augmented Reality System SOA based Web Services played vital 
role due to the limitation of mobile device. 
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Abstract:-  Classification trees based on exhaustive search 
algorithms tend to be biased towards selecting variables that 
afford more splits. As a result, such trees should be interpreted 
with caution. In this paper QUEST (QUICK UNBIASED 
EFFICIENT STATISTICAL TREE) algorithm is proposed 
which has negligible bias. Its split selection strategy yields 
binary splits and the final tree can be selected by a direct 
stopping rule or by pruning. Real and simulated data are used 
to compare QUEST with the exhaustive search approach. 
QUEST is shown to be substantially faster as QUEST generates 
random no. of trees like forests and the size and classification 
accuracy of its trees are typically comparable to those of 
exhaustive search. QUEST classifies the data from dataset file 
like ARFF. QUEST works with categorical as well as 
continuous attributes. QUEST gives the better result compare 
to other existing classifiers such as SimpleCart, ID3, J48 etc. 
QUEST gives the statistical binary decision tree. It is the tree 
structured classification algorithm which gives the efficient 
tree. QUEST also does pruning and deals with missing values 
using cross validation. QUEST uses the univariate splits to split 
the node instead of surrogate splits. This thesis gives detailed 
description about the QUEST algorithm. 

 

1. INTRODUCTION 
In Data Mining, many Decision Tree classification methods 

are available. But each method has some drawback. The basic 
decision tree method ID3, which can easily generate the tree but 
neither prune the tree nor deals with missing values. Same way 
CHAID generates non binary decision tree but takes time to 
generate the tree. First the basic decision tree algorithm ID3 has 
been found. But it was having many disadvantages. So many 
new decision tree algorithms were enhanced from basic and 
some problems can be solved by new algorithms. But day by day 
data becomes larger. So there is a need to classify the data from 
large dataset quickly with good accuracy. QUEST which stands 
for QUICK UNBIASED EFFICIENT STATISTICAL TREE can 
classify data more quickly and with low cost because QUEST 
has negligible bias. So by using QUEST algorithm the problem 
of classifying data quickly from large dataset can be easily 
solved. QUEST generates a binary decision tree; therefore it is 
easy to classify the data using QUEST [3] [5]. 

QUEST uses statistical imputation instead of surrogate splits 
as in CART. For both ordered variable and categorical variable, 
different split point selection method is used. [3]. QUEST also 
deals with missing values. QUEST is based on statistics; 
therefore it uses imputation for missing values. are two methods-
Hot Deck imputation and Regression imputation. Hot-deck 
imputation fills in missing values on incomplete records using 
values from similar, but complete records of the same dataset. 
Regression computation is commonly used when auxiliary data 
are available. [8][7] 

The QUEST algorithm can be used in applications such as 
Medical Research, Chemical Laboratory, Food Chemistry, 
Weather Forecasting, Neural Network etc. 

2. CONCEPT OF CLASSIFICATION 
Classification is a data mining (machine learning) technique 

used to predict group membership for data instances. 
Classification and prediction are two form of data analysis that 
can be used to extract models describing important data classes 
or to predict future data trends for which the classifiers are used 
[9]. 

 
2.1 Classification Methods 
2.1.1 Decision Tree 

A decision tree is a flow chart like tree structure in which 
each branch (nonleaf) node represents a choice between a 
number of alternatives, and each leaf (terminal) node represents a 
classification or decision.  A decision tree can be used to classify 
an example by starting at the root of the tree and moving through 
it until a leaf node, which provides the classification of the 
instance. 

Decision Trees are so popular just because, its construction 
does not require any domain knowledge or parameter setting, and 
is appropriate for exploratory knowledge discovery. Decision 
trees can handle high dimensional data. Their representation of 
acquired knowledge in tree form is intuitive easy to assimilate. 
The learning and classification steps of decision tree induction is 
simple and fast. In general Decision Tree classifiers have good 
accuracy.  



In advantages of Decision Tress it can handle both nominal 
and numeric input attributes, can handle datasets that may have 
errors, handle datasets having missing values, it may reduce cost 
even if the cost of classification is high and no need of domain 
knowledge. 

In disadvantages of Decision tree that most of its algorithms 
have discrete values as target values, reduce performance in 
complex interactive attributes, sometimes provide over-
sensitivity to the training set, and sometimes deteriorate when 
handling too much missing values. 

 
2.1.2 Binary Decision Tree 

Binary Decision Trees (BDTs) are essentially computer 
science binary tree structures, enabling a conclusion state to be 
reached from a root node (which you could think of as a question 
or decision choice) via a set of binary (yes/no) decision states.  In 
more down-to-earth terms, it is a technique to allow a conclusion 
to be made based on a specified problem definition.  Decision 
trees are a popular technique in classification systems as well as 
in computer game AI and there are a whole host of related 
algorithms of interest, e.g. ID3. A BDT comprises of a set of 
body nodes which are attached to a root node and which 
terminate at n leaf nodes.  The root and each body node must 
have connections to two other nodes; otherwise they are classed 
as terminating nodes where a decision outcome state has been 
reached.  The uniform design of the tree based on two nodes 
leads to it being called a binary decision tree.  

The leaf nodes in a BDT represent a set of terminating 
"answers" or decision outcome states as I have called them, the 
root and body nodes representing the "questions".  The BDT 
arrives at a decision state by gaining answers to the body 
(yes/no) nodes.  The nature of the response to a particular 
question dictates which node should be followed to the next 
question (or answer if a leaf node is arrived at).  In the case of a 
binary decision  tree the responses can only be “yes” or “no”, 
each corresponding to one of the two available branches at each 
body node. 

 
2.1.3 Various Advanced Decision Trees 
1. ID3: The ID3 algorithm is considered to be very simple 
decision tree algorithm. Using information gain as splitting 
criteria, ID3 ceases to grow when all instances belong to a single 
value of a target feature or when best information gain is not 
greater than zero. ID3 does not apply any pruning process nor 
handles missing values. 
2. C4.5: It is an evolution of ID3 which uses gain ratio as 
splitting criteria. The splitting ceases when number of instances 
to be split is below a certain threshold. Error based pruning is 
performed after the growing phase. C4.5 can handle numeric 
attributes. It can also induce from the training set that 
incorporates missing values by using corrected gain ratio criteria. 
3. CART: CART stands for Classification and Regression tree. 
CART partitions the data into two subsets so that the records 

within each subset are more homogeneous than in the previous 
subset. It is a recursive process—each of those two subsets is 
then split again, and the process repeats until the homogeneity 
criterion is reached or until some other stopping criterion is 
satisfied. It also enables users to provide prior probability 
distribution. 
4. CHAID: A CHAID stands for Chi Squared automatic 
interaction detection was originally designed to handle nominal 
attributes only. CHAID evaluates all of the values of a potential 
predictor field. It merges values that are judged to be statistically 
homogeneous (similar) with respect to the target variable and 
maintains all other values that are heterogeneous (dissimilar). 
CHAID "build" non-binary trees based on a relatively simple 
algorithm that is particularly well suited for the analysis of larger 
datasets.  
5. QUEST: It is a relatively new binary tree-growing algorithm 
(Loh and Shih, 1997). It deals with split field selection and split-
point selection separately. The univariate split in QUEST 
performs approximately unbiased field selection. That is, if all 
predictor fields are equally informative with respect to the target 
field, QUEST selects any of the predictor fields with equal 
probability. QUEST affords many of the advantages of CART, 
but, like CART, your trees can become unwieldy. You can apply 
automatic cost-complexity pruning to a QUEST tree to cut down 
its size. QUEST uses surrogate splitting to handle missing 
values. 
 
3. COMMON CRITERIAS OF ANY TREE BASED 

CLASSIFICATION METHOD. 
 

Merging – relative to the target variable, non-significant 
predictor categories are grouped with the significant categories. 
Splitting – selecting the split point. Variable to split population 
is chosen by comparison to all others. 
Stopping – rules which determine how far to extend the splitting 
of nodes. 
Pruning – branches that add little to the predictive value of the 
tree are removed. 
 
4. QUEST ALGORITHM 

 
Algorithm: Generate a binary decision tree using QUEST 
Algorithm 
Input: 
• Dataset D, which is a set of training tuples and their 

associated class labels 
• Attribute_list, which is the set of candidate attributes 
• Attribute_selection Method, a procedure used to split the 

node and partition the data into individual classes.  
Output: A Statistical Binary Decision Tree 
 
 
 



Method: 
1. Create the Root node R 
2. If tuples in D are all of the same class c, then return R as a 

leaf node labeled with the class C 
3. If attribute_list is empty then return R as a leaf node labeled 

with the majority class in D 
4. Else Association between each input attribute and target 

attribute is computed using  ANOVA-F test if attribute is 
ordinal or Chi-square test if attribute is categorical 

5. If attribute is multi nominal then clustering is used to create 
two super classes. The attribute that obtains the highest 
association with the target attribute is selected for splitting. 

6. Apply the stopping criteria 
7. Prune the tree using Pre-pruning or Post-pruning. 
8. Apply ten fold cross validation to deal with Missing values 
9. Output the binary decision tree 

Fig 1. The QUEST Algorithm 
 

QUEST (Quick, Unbiased, Efficient, Statistical Tree) is a 
binary-split decision tree algorithm for classification and data 
mining technique. The objective of QUEST is similar to that of 
the CART (classification and Regression) algorithm but the 
major differences are: 
• QUEST uses an unbiased variable selection technique by 

default  
• QUEST uses imputation instead of surrogate splits to deal 

with missing values. 
• QUEST can easily handle categorical predictor variables 

with many categories  
 

A variable selection scheme is proposed for constructing 
multivariate classification trees. It utilizes conditional 
independence test derived from hierarchical log linear model for 
three-way contingency table to control selection bias. 
Furthermore, it is compared with some existing selection 
methods in terms of selection power. Simulation results show 
that our method is unbiased and has better selection power. 
QUEST is shown to be substantially faster and the size and 
classification accuracy of its trees are QUEST that 

1) has negligible variable selection bias 
2) Retains the computational simplicity of FACT 

technique 
3) Includes pruning as an option 
4) Yields binary splits 
QUEST method is demonstrated to be much better than 

exhaustive search in terms of variable selection bias and 
computational cost. 

QUEST is a tree-structured classification algorithm that 
yields a binary decision tree like CART. The reason for yielding 
a binary tree is that a binary tree may allows techniques such as 
pruning, direct stopping rules and surrogate splits to be used. 
Unlike CHAID and CART, which handle variable selection and 
split point selection simultaneously during the tree growing 

process. QUEST was demonstrated to be much better than 
exhaustive search methods in terms of variable selection bias and 
computational cost. In terms of classification accuracy, 
variability of split points and tree size, however, there is still no 
clear winner when univariate splits are used. 

For each split, the association between each in put attribute 
and the target attribute is computed using the ANOVA-F test or 
Leven’s test(for ordinal and continuous attribute) or Pearson’s 
Chi-Square (for nominal attribute). An ANOVA F-statistics is 
computed for each attribute. If the largest F-statistics exceeds a 
predefined threshold value, the attribute with the largest F-value 
is selected to split the node. Otherwise, leven’s test for unequal 
variance is computed for every attribute. If the largest levene is 
greater than a predefined threshold value, the attribute with the 
largest levene value is used to split the node.. 

If the target attribute is multinomial, two means clustering is 
used to create two super-classes. The attribute that obtains the 
highest association with the target attribute is selected for 
splitting.  
 
4.1 Advantages of QUEST Algorithm compared to other 
Decision Tree Algorithms 
• Variable selection Bias 
• Computational Accuracy/Computational cost 
• Variability of split points & Tree size 
• QUEST is shown to be substantially faster and the size and 

classification accuracy of its trees are comparable to these of 

exhaustive search. 

4.2 Components of QUEST analysis 
Basic components in a QUEST analysis are as follows: 
• One or more predictor variable: Predictor variables can be 

continuous, ordinal or nominal variables. 
• One target variable: The target variable must be nominal. 
•     Settings for various QUEST parameters: The            
settings include alpha level for variable selection, priors for the 
categorical target variable, profit values and misclassification 
costs, and the variable used as the frequency weight variable. 
 
4.3   Comments on QUEST analysis 
• With categorical dependent variables only. 
• If it is important to have an unbiased tree. 
• If you have a large or complex data set and need an efficient 

algorithm for estimating the tree. 
• Or CART, if you want to restrict your tree to binary splits. 
• If the classification model produced by QUEST is 

measurably better than that produced by the other methods. 
• CART to handle missing values by surrogate splits. 
• Case weight is ignored in the QUEST option. 

Like CHAID, the cost matrix is not directly involved in the  
 
 
 



QUEST tree growing process. 
 However, for a symmetric cost matrix, cost information can 

be incorporated into the model by adjusting the priors based on 
the cost matrix. 

 
4.4   Stopping Rules 

Each of the methods recursively splits nodes until one of the 
stopping rules is triggered. 
The following conditions will cause the algorithm to terminate: 
• The maximum tree depth has been reached. 
• No more splits can be made, because all terminal nodes meet 

one or more of the following conditions: 
• There is no significant predictor variable left to split the 

node. 
• The number of cases in the terminal node is less than the 

minimum number of cases for parent nodes. 
 

4.5   Dealing with missing values 
QUEST uses statistical imputation instead of surrogate splits 

while handling missing values.  
Surrogate splitters are used to classify rows that have 

missing values in the primary splitter. When a row is 
encountered that has a missing value on the primary splitter.  
Data Imputation for Missing Values 

Two of the most commonly used techniques by QUEST for 
data imputation are hot-deck imputation and regression 
imputation. 

Hot-deck imputation fills in missing values on incomplete 
records using values from similar, but complete records of the 
same dataset. 

Regression imputation is commonly used to compensate for 
item non response when auxiliary data are available. It is 
common practice to compute survey estimators by treating 
imputed values as observed data and using the standard unbiased 
(or nearly unbiased) estimation formulas designed for the case of 
no non response. 

 
5. EXPERIMENTS AND RESULT 

To evaluate the performance of the QUEST we are using 
some of the well known UCI (University of California Irvine) 
datasets [10]. The performance of the classification-based 
method is affected by several factors such as the number of 
records, the number of attributes, the number of records on 
which model is built, amount of missing values etc. 

Table1 describes the three different UCI datasets with 
number of instances that we have used for performance study. 

 
Dataset No of Instances
Soybean 5000 

Mushroom 9000 
Waveform 10000 

Table 1. Summary of datasets 
 

The QUEST algorithm’s performance is tested & compared 
with other existing algorithms such as J48, DecisionStump, 

SimpleCart. Compared to other algorithms, QUEST is giving 
better accuracy. The comparison using Soybean dataset is given 
in table 2 and relevant graph is given in fig 2. 

 
Classifier Accuracy(Soybean) 
QUEST 93.41

J 48 91.50
Decision Stump 28

Simple Cart 91.21
          Table 2. Classifier vs Accuracy 

We have also done comparison with Mushroom and 
Waveform datasets with different number of instances. We found 
that most of the cases QUEST giving better result. 

Figure 
2. Comparison of different classifiers’ accuracy on Soybean 
dataset using WEKA tool. (Accuracy shows in percentage). 
The x- cordinates shows the accuracy, y-cordinates shows 

classifiers. 

6. CONCLUSION 

This paper comprehensively shows how the QUEST 
algorithm being run and also done the comparison of QUEST 
with other classifiers with large datasets. So we can conclude that 
with negligible bias, binary split strategy and stopping rules, 
QUEST generating attractive results as compare with other 
classifier trees. 
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ABSTRACT:-THIS SYSTEM CAN DETECT THE SOURCE OF GUN 
FIRE. THE WORKING PRINCIPLE OF THE SYSTEM IS THAT SOUND 
WAVES TRAVEL AT FINITE SPEED AND A SINGLE SOUND PICKED 
UP BY MULTIPLE MICROPHONES SPATIALLY DEPLOYED, WOULD 
BE OFFSET IN TIME. IN SIMPLE PARLANCE, THE MICROPHONE 
WHICH IS NEAREST TO THE SOUND SOURCE WILL PICK UP THE 
SOUND FIRST AND THAT WHICH IS FARTHEST WILL BE THE LAST 
TO HEAR IT. TO MAKE THE USE OF THIS PRINCIPLE IN A 
PRACTICABLE GADGET, NUMEROUS MICROPHONES ARE PLACED 
IN SPECIFIC MANNER IN TWO PLANES AND THE OUTPUT OF 
EACH MICROPHONE IS CONNECTED TO A PROCESSING CIRCUIT. 
THE PROCESSING CIRCUIT HAS TO ACCOMPLISH SOME VERY 
IMPORTANT TASKS. THE FIRST WOULD BE TO AUTHENTICATE 
THE SOUND AS A AK47 GUN SHOT AND TO STOP THE SYSTEM 
FROM GENERATING FALSE ALARMS WHEN IT PICKS UP A FIRE 
CRACKER OR A TIRE BURST. TO DO THIS SOUND COMPARISON 
ALGORITHM IS BEING IMPLEMENTED USING MATLAB. ONCE 
THIS IS DONE THE REST OF THE PROCEDURE IS VERY STRAIGHT 
FORWARD. THE DELAY BETWEEN TWO MICROPHONES IN 
HORIZONTAL PLANE WILL DETERMINE THE DIRECTION OF GUN 
FIRE.THE INSTRUMENT CAN BE A GREAT HELP TO THE 
MILITARY AND OTHER SECURITY FORCES ON PATROL. SUCH AN 
INSTRUMENT WOULD BE A BOON TO SECURITY FORCES IN 
SURVIVING GUERILLA ATTACKS IN MILITANCY INFLICTED 
AREAS SUCH AS THE KASHMIR VALLEY AND THE EASTERN 
STATES. THE DISPLAY OF THE SYSTEM CAN BE CONSTRUCTED IN 
ANY WAY AS THE USER WOULD LIKE IT FOR INSTANCE IF THE 
MILITARY IS ABOUT TO USE IT, A PREFERABLE DISPLAY WOULD 
BE A CLOCK LIKE DIAL WITH LEDS MOUNTED AT DIFFERENT ‘O 
CLOCKS’ WITH WHICH THEY ARE VERY FAMILIAR ALONG WITH 
SOME AUDIO WARNING. IN SUCH A SYSTEM IF THE SYSTEM 
DETECTS THAT A SHOT HAS BEEN FIRED FROM THE FRONT THE 
12 O CLOCK LED WILL LIGHT UP. THIS SYSTEM CAN ALSO BE 
MOUNTED ON PATROLLING VEHICLES.  
 Field of the Invention  
 
The present invention generally relates to gunshot detection. 
More particularly, the present invention is directed to using 
multiple installations of sound detection, recording devices for 
detecting firing of a gun or an explosion, identifying of a 
location of such firing or explosion, and of a possible suspect 
of such firing or explosion.  
It would therefore be desirable to provide a system to detect a 
gunshot, determine the direction from which it was fired, and 
initiate recording of the area of the event immediately upon the 
event occurring. 
Here the task is divided into three different parts 
1) Comparing input signal(gun shot or other sound) with 
stored ak47 gun shot, which decides whether direction is to be 
detected or not 
2) Using parallel port of computer for indication if input 
signal is gun shot. Direction detection hardware is going to 

display direction only when input signal is gunshot and output 
of  parallel port is 1. 
3) Hardware of direction detection consists of 8  
microphones, supported by 8 preamplifiers and monostable 
multivibrators. Output of all 8 multivibrator is provided to port 
of microcontroller, and based on which input comes first 
direction is detected. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Layout of system 
Figure 1 shows flow layout of system in which the whole task 
is divided into 2 portions. Signal comparison and direction 
detection. As shown in figure signal comparison loop and 
direction detection loop are working in parallel. When any 
input signal (acoustic in nature) comes, microphone that is 
connected to signal comparison loop picks up a sound and is 
given as an input to matlab for comparison purpose to decide 
whether input is ak47 or not. At a same time microphones 
connected to direction detection system would pick up sound 
and will determine direction as per input from which 
microphone is coming first. Result of direction is stored in one 
of the working register of direction detection circuit. 
Direction detection circuit will not display the output till it will 
get input from signal comparison network. If input signal is 
ak47 then output of one parallel port line is given to direction 
detection circuit to inform that input was ak47. Then direction 
will be displayed. 
 
Comparison of input signal 
First task is to compare input signal with pre stored gun shot 
signal continuously. Using wavread command, matrix of stored 
signal is generated and using wavrecord command matrix of 
input signal is generated. Then using algorithm for comparison 
between two sounds their similarity is checked. 
 
Comparison between two signals(audio signals) can be done 
using cross correlation which is the basic method of comparing 
frequency components of two signals. Figure 2 shows original 
ak47 signal and figure 3 shows recorded signal. 

Input 

Sound comparison 
network 

Direction 
detection network 

Display direction 



 
Figure 2: Original ak47 signal 

 
Figure 3: Recorded ak47 signal 

As shown in above case as microphone was very near to source 
of gunshot there is 82.252% of cross correlation between input 
and stored sound. 
Similarly table 1 shows cross correlation factor of original 
ak47 sounds with other signals. Here based on user’s accuracy 
requirement system parameter for accuracy can be modified. It 
can be easily achieved that if cross correlation factor is greater 
than some threshould level then output of parallel port will be 
high other wise it will be low. 
 
Another requirement of real time system is time required for 
processing  should be as small as possible  
other wise if processing time is more then, required task of 
pointing suspected region ( if this system is used for security) 
can not be achieved. Processing time can only be reduced by 
doing some signal processing on  input signal. For example if 
input signal is below some threshould and that can be defined 
by range of device. So that if input is less than some threshold,  
direction will not be displayed. 
 

 

 
 

Figure 4: Trucated part of original ak47 

 
Table 1: Cross correlation factor of ak47 with other sounds 

 
 

 
Suppose ak47 is of 2 second signal,  then recording cannot be 
done for exactly 2 second but more than 2 seconds. Solution to 
above problem can be achieved by truncating the portion 
which is below some threshold level so comparison time 
required will be less. Here figure 2 shows original ak47 and 
figure 3 shows recorded ak47. Direction comparison between 
them requires atleast 6 minutes to check whether recorded 
signal is ak47 or not, whereas comparison between their 
truncated part as shown in figure 4 and figure 5 respectively 
requires only 1 minute and 18 seconds for comparison purpose. 
 

 
 
 
 
 
 
 
 
 
 

 

 
 

Figure 5: Truncated part of recorded ak47 
SYSTEM FOR DIRECTION DETECTION 

Introduction 

Presently I have devised a system that senses direction with the 
help of only two microphones. Later I intend to construct a 
system that uses eight microphones to sense the direction of 
the sound source from all the four directions. The block 
diagram of the system is as shown in Figure 6. The sound is 
picked up simultaneously by the two condenser microphones 
for direction detection and one dedicated microphone having 
good frequency response is used as an input transducer for 
recording purpose and comparison purpose for computer. The 
outputs of these microphones are quite low and thus are 
amplified by their corresponding identical pre amplifiers. 
These amplified signals are used to trigger two different 
monostables. Both these monostables have identical time 
periods. The outputs of these monostables are used to provide 
interrupt to the microcontroller. The output of the system is a 
clock dial type led display which is driven by the controller 
port which has been configured as the output port by the 
software.  

Other sound Crosscorrelation(%) 
Ak47 100 
Ak47b 82.252 
Ak47l 44.917 
Explo 3.7 

Explob 3.8 
Gs 6.09 

Gsb 6.149 
Spoken word 6.88 



 

Figure 6: Block diagram of direction detection system using 2 microphones 

Presently my system is working for two directions only i.e. north 
and south or it can be said that its resolution is 180 degree. 
Figure 7 shows flow chart of direction detection system. 

As shown in figure 6 direction detection system is after 
initialization waiting for input. If there is any acoustic signal 
present then depending on place of gun fire (i.e. source of sound 
wave), LED will glow up for some time delay set using software. 
There are 2 basic problems if above system is used. They are 
as (1) If there are simultaneous gun shot from different 
direction then this system will not be able to distinguish 
whether source of gun fire is from which particular direction. 
(2) If gun fire is from center (i.e. all microphones receive 
signal of gun shot simultaneously) then based on which 
hardware having less propagation delay will generate output 
first, which gives wrong indication. (as here hardware for all 
sensors i.e. preamplifier, monostable multivibrator are 
constructed using same component value but practically due to 
tolerance they will not be same). 
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Figure 7: Flowchart of microcontroller based system for direction detection 
using 2 microphones 

 

 
 

Figure 8: Propagation delay between of two similar hardware 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                    

 

                               YES                            NO 

 

 

 

 

 

 

MM
V-1 

MM
V-2 

 

 

     
µC LED 

displa
y 

 

Power 
supply 

Mic-1 

Mic-2 

+5Vdc     

Start

Initialization 

Input 

Waiting for 
input 

Calculate the 
direction 

Display direction 

Delay 

Start

Initialization 

Input 

Waiting 
for input 

Waits till some time based 
on hardware delay) if other 

input is present 

Both inputs are 
present or only one 
during given delay 

Source is 
center 

Source is 
either north 

or south

Display direction 
End



 

 

 

 

 

Figure 9: Flowchart of modified system 

For solution of 1st problem one assumption is made i.e. for 
given delay only one gun shot can be detected. 
If there are simultaneous gun fires then system will not be able 
to detect every gun shot but is limited to only some which 
depends what is the delay between gun shots. It is achieved by 
blocking the input for some time delay.  
Solution to 2nd problem is made by finding propagation delay 
of two hardware; one which is faster compared to other is 
delayed using software technique. i.e. if input to both 
microphones comes during some prescribed time delay, then 
source is  center other wise it is from any particular direction. 
Figure 8 shows time delay in two similar hardware measured 
using DSO.  
Solution to above two problems is shown in figure 9 which 
shows flow chart for two microphone direction detection 
system. As stated above here another input is blocked after 
occurrence of  one input for some time duration and to get 
correct center reading additional delay is added using software 
techniques. 
 
CONCLUSION 

In this dissertation, I have proposed the basic issues in 
designing gun shot direction detection which is used for 
military and homeland security. The design has to very 
sensitive to decide whether gun shot detection was for ak47 so 

that false direction detection can be prevented. Also while 
designing hardware for direction detection one has to think for 
critical timings of this system, as microcontroller (or any other 
processor) is responding in microseconds, so delay produced 
by each hardware should be equal., which challenges the 
component accuracy. Any change in time delay needs to 
corrected either in hardware or using software loop. 
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   Abstract:-Classification is the process of deriving 
unknown values of certain attributes of interest based on 
the values of the other attributes. Multiple classifier system 
(MCS) has shown to be an effective technique for 
classification. MCS construct a set of classifiers and then 
classify new data sets by taking votes of their prediction. 
Bagging is basically a multiple classifier ensemble based 
system improving the accuracy of the single base classifier 
learned on entire data, by using combination of models.  In 
basic bagging approach, different bags (models) are 
created by sampling (with replacement) of the original 
training data set. Each bagged train set is independently 
used to generate a classifier, and classifier predictions are 
combined using as a simple majority voting system. 
However there is no guarantee that bagging will improve 
the performance of the base classifier every time, in some 
situations it fails to do so. Also bagging may work 
deterioratically in large dataset as well. 

The main objective of the paper is to overcome the 
above defined problem, by using the same bootstrapping 
and aggregating method. Bagged predictors are 
constructed discarding the bootstrap samples which 
generate the accuracy which is less then the base classifier 
accuracy considering the involvement of the base classifier 
at the time combining all the models. The approach would 
be quite effective improving the accuracy of the base 
classifier as well as basic bagging classifier in a situation 
when bagging fails sometimes to do so. 

 
1. INTRODUCTION 

In matters of great importance that have financial, medical, 
social, or other implications, we often seek a second opinion 
before making a decision, sometimes a third, and sometimes 
many more. In doing so, we weigh the individual opinions, and 
combine them through some thought process to reach a final 
decision that is presumably the most informed one.  

The process of consulting “several experts” before making 
a final decision is perhaps second nature to us; yet, the 
extensive benefits of such a process in automated decision 
making applications have only recently been discovered by 
computational intelligence community. 

Also known under various other names, such as multiple 
classifier systems, committee of classifiers, or mixture of 
experts, ensemble based systems [2][3] have shown to produce 
favorable results compared to those of single-expert systems 
for a broad range of applications and under a variety of 
scenarios. Popular ensemble based algorithms, such as 
bagging, boosting, stacked generalization, and hierarchical 
mixture of experts. 

A supervised machine learning task involves constructing 
a mapping from input data (normally described by several 
features) to the appropriate outputs. In a classification learning 
task, each output is one or more classes to which the input 
belongs. The goal of classification learning is to develop a 
model that separates the data into the different classes, with the 
aim of classifying new examples in the future.  

Given a new example, the ensemble passes it to each of its 
multiple base models, obtains their predictions, and then 
combines them in some appropriate manner (e.g., averaging or 
voting).  

4.  CONCEPT OF BOOTSTRAPPING 
Bootstrap is sampling with replacement from a sample. 

Bootstrapping is the practice of estimating properties of an 
estimator (such as its variance) by assuming set of observations 
to be from an independent and identically distributed 
population, this can be implemented by constructing a number 
of resamples of the observed dataset (and of equal size to the 
observed dataset), each of which is obtained by random 
sampling with replacement from the original dataset. It may 
also be used for constructing hypothesis tests. The advantage 
of bootstrapping over analytical methods is its great simplicity. 

MCS is a meta-algorithm uses bootstrapping to improve 
machine learning of classification and regression models in 
terms of stability and classification accuracy. 



3. CLASSIFIERS 
Classification is a data mining (machine learning) 

technique used to predict group membership for data instances. 
Classification and prediction are two form of data analysis that 
can be used to extract models describing important data classes 
or to predict future data trends for which the classifiers are 
used. 

Basically two types of classifiers: Stable and Unstable. The 
most popular and commonly used stable classifiers are – Fisher 
Linear Discriminant (FLD) and Nearest Mean Classifier 
(NMC), and unstable are – Decision Tree, Decision Stumps 
[5]. MCS uses C4.5 Decision Tree Classifier as a base. 

 4. ENSEMBLE SYSTEM 
An ensemble method for classification tasks constructs a 

set of base classifiers from the training data and performs 
classification by taking a vote on the prediction of each base 
classifier. Many traditional machine learning algorithms 
generate a single model (e.g., a decision tree or neural 
network). Ensemble learning methods instead generate 
multiple models.  
4.1 Reasons for using Ensemble Based System  

There are several theoretical and practical reasons why we 
may prefer an ensemble system: 
 
Statistical Reasons:  

A set of classifiers with similar training performances may 
have different generalization performances. In fact, even 
classifiers with similar generalization performances may 
perform differently in the field. 
Large Volumes of Data:  

In certain applications, the amount of data to be analyzed 
can be too large to be effectively handled by a single classifier. 
Partitioning the data into smaller subsets, training different 
classifiers with different partitions of data and combining their 
outputs using an intelligent combination rule often proves to be 
a more efficient approach. 
Too Little Data: 

In the absence of adequate training data, resampling 
techniques can be used for drawing overlapping random 
subsets of the available data, each of which can be used to train 
a different classifier, creating the ensemble. Such approaches 
have also proven to be very effective. 
Divide and Conquer:  

Regardless of the amount of available data, certain 
problems are just too difficult for a given classifier to solve. 
More specifically, the decision boundary[3] that separates data 
from different classes may be too complex, or lie outside the 
space of functions that can be implemented by the chosen 
classifier model.  
4.2 Diversity 

If we had access to a classifier with perfect generalization 
performance, there would be no need to resort to ensemble 
techniques. The realities of noise, outliers and overlapping data 
distributions, however, make such a classifier an impossible 
proposition. At best, we can hope for classifiers that correctly 
classify the field data most of the time. The strategy in 
ensemble systems is therefore to create many classifiers, and 
combine their outputs such that the combination improves 
upon the performance of a single classifier. This requires, 

however, that individual classifiers make errors on different 
instances. The intuition is that if each classifier makes different 
errors, then a strategic combination of these classifiers can 
reduce the total error, a concept not too dissimilar to low pass 
filtering of the noise. The overarching principal in ensemble 
systems is therefore to make each classifier as unique as 
possible, particularly with respect to misclassified instances.  

Classifier diversity [3] can be achieved in several ways. 
The most popular method is to use different training datasets to 
train individual classifiers. Such datasets are often obtained 
through resampling techniques, such as bootstrapping or 
bagging, where training data subsets are drawn randomly, 
usually with replacement, from the entire training data.  
 
4.3. Creating an Ensemble 

Two interrelated questions need to be answered in 
designing an ensemble system: i) how will individual 
classifiers (base classifiers) be generated? And ii) how will 
they differ from each other? The answers ultimately determine 
the diversity of the classifiers, and hence affect the 
performance of the overall system.  

Therefore, any strategy for generating the ensemble 
members must seek to improve the ensemble’s diversity. In 
general, however, ensemble algorithms do not attempt to 
maximize a specific diversity measure. Rather, increased 
diversity is usually sought—somewhat heuristically— through 
various resampling procedures or selection of different training 
parameters. The above defined diversity measures can then be 
used to compare the diversities of the ensembles generated by 
different algorithms. 
 

5. BAGGING METHOD 
In data mining, a model generated by machine learning can 

be regarded as an expert. Expert is probably too strong a word 
– Depending on the amount and quality of the training data, 
and whether the learning algorithm is appropriate to the 
problem. An obvious approach to making decisions more 
reliable is to combine the output of different models. Several 
machine learning techniques do this by learning ensemble of 
models and using them in combination: prominent among 
these are schemes called bagging, boosting, and stacking. All 
are used to increase the predictive performance over a single 
model. And they are general techniques that can be applied to 
numeric prediction problems and to classification tasks[1]. 

The simplest way to do this in the case of the classification 
is to take the vote (majority vote); in the case of numeric 
prediction, it is calculating the average vote. So Bagging uses 
majority voting (for classification) or averaging (for numeric 
prediction) to combine the output of individual models. 

Bagging is a statistical re-sample and combining technique 
used to reduce the misclassification error of a base classifier. It 
is based on bootstrapping and aggregating techniques. 
 
 
 
 



6. BAGGING ALGORITHM 
Input: 

• D, a set of d training tuples; 
• K, the number of models in the ensemble; 
• A learning scheme (e.g. decision tree algorithm, back 

propagation, etc.) 
Output: A composite model, M*. 

Method:  

• for i = 1 to k do // create k models 
•       create bootstrap sample, Di , by sampling D with 

replacement; 
•       use Di to derive a model, Mi; 
• endfor; 

 
To use the composite model on a tuple, X: 

• if classification then 
•       let each of the k models classify X and return the 

majority vote; 
• if prediction then 
•       let each of the k models predict a value for X and 

return the average predicted value. 
Fig. 1. The Bagging Algorithm 

Given a set, D, of d tuples, bagging works as follows. For 
iteration i, (i = 1,2,.., k), a training set , Di,  of d tuples is 
sampled with replacement from the original set of D tuples, 
D. Note that the term Bagging stands for bootstrap 
aggregation. Each training set is a bootstrap sample. To 
classify an unknown tuple X, each classifier, Mi, returns its 
class prediction, which counts as one vote. The bagged 
classifier, M*, counts the votes and assigns the class with the 
most votes to X. Bagging can be applied to the prediction for 
a given test tuple. The algorithm is summarized in the fig. 
4.6. The increased accuracy occurs because the composite 
model reduces the variance of the individual classifiers. 

Although the bagging algorithm has been known to be 
known in increasing the accuracy of prediction of the base 
unstable classifiers constructing bootstrap samples from 
training sets and then aggregating to form a final predictor, 
the main problem with this method is that there is no 
guarantee that bagging will improve the performance of any 
base classifier every time [1]. The other problem may arise 
when there is a large dataset of training tuples are there, in 
that case bagging would not be much effective. 
 
7. MCS ALGORITHM 

MCS is a modified bagging algorithm using C4.5 as a 
base classifier, aggregating the models discarding the 
classifier generating weak result. 

The bootstrapping and aggregating is in following way. 

Input:  1) A set of training tuples 
2) The number of models (bootstrap) in the       

                   ensemble 
3) A learning scheme (Decision Tree here) 

Output: A composite model 
 

Method: 
(1) Initialization of the training set & testing set from       
          given data set. 
(2) Apply training data to the base learning, generate a model 

and calculate accuracy  (ACCbase) 
(3) Repeat for number of times (as number of           
       bootstrap) 

(a) Create bootstrap sample, by sampling with       
replacement the original training set. 

(b) Apply base learner on each bootstrap and         
calculate accuracy, (ACCboot). 

 (c)   Compare ACCboot with ACCbase 

 (d)   If ACCbase < ACCboot   
 (i)   Consider base model as bootstrap model else 

  (ii)   Consider bootstrap model       
(4) Calculate majority voting for classification and average      
      accuracy for prediction   

Fig. 2. The MCS Algorithm 

 

Figure 3 The figurative view of the MCS algorithm 
  

The dataset is taken, and then it is divided in to training 
set and testing set according to holdout method in which 2/3 
of the set is taken as the training set and remaining 1/3 used 
as a testing set.  Select the base learner classifier 
(here D.T.C4.5) and apply training data and calculate 
accuracy, which is called ACCbase .  

Create number of bootstraps by doing sample with 
replacement method on the original training set. Take one 
bootstrap and apply base learner on it and generate 
accuracy, ACCboot . Do this process for each of the 
bootstraps. 

Now compare ACCboot with ACCbase. if the accuracy of 
the bootstrap model is less than the accuracy of the base model, 
then at particular time the accuracy of the base model will be 
considered as a model for final decision, else the accuracy of 
the bootstrap model will be considered. 
 Calculate the majority voting method for better 
classification and aggregating for prediction. 
 

8. EXPERIMENTS AND RESULTS 
To evaluate the performance of the MCS e are using 

five of the ell known UCI (University of California Irvine). 
The performance of the classification-based method is 
affected by several factors such as the number of records, the 
number of attributes, the number of records on which model 
is built, number of bootstraps etc. 

Table1 describes the six different UCI datasets with 
number of instances that we have used for performance study. 

 
Dataset No of Instances 
Credit-G 1000 
Optdigits 5620 
Weather 13918 



Ecoli 20502 
Adult 32561 

Wisconsin 65156 
Table 1. Summary of datasets 

 
Table 2 describes the comparison between Bagging and 

MCS with C 4.5 as a base classifier. We can see that the 
accuracy is incremented in case of MCS.  

 
Dataset Bagging with  

C4.5 (%) 
MCS 

Credit-G 74.05 82.05 
Optdigits 93.92 94.56 
Weather 90.57 91.20 

Ecoli 87.93 88.10 
Adult 79.21 82.27 

Wisconsin 95.04 95.10 

Table 2. Accuracy performance (Bagging Vs MCM) 
 

We have also compared Bagging and MSC with all the 
datasets using REPTree and Decision Stumps as base 
classifiers. In all the comparison we got improved results in 
MSC then in Bagging. 
 

 
Figure 3. Comparison of Bagging and MCS 

(Muntiple Classifier System) using WEKA tool. The x- 
cordinates shows different datsets, y-cordinates shows 

accuracy in percentage. 
 

So, we can say that because of the instability of the base 
classifier, Bagging may fail to improve performance of base 
classifier, also bagging may work deterioratically in some large 
benchmark datasets as well. In that situation MCS may help to 
improve that. 

 
 

9. CONCLUSION 
  This paper comprehensively shows the comparison 

between MCS algorithm and Bagging using C4.5 as a base 
classifier. Due to the instability of the base classifiers (i.e. 
Decision Tree C4.5), there is no guarantee that bagging will 
improve the performance of the base classifier every time. 
MCS eliminates the limitations of Bagging on benchmark 
datasets and improves the accuracy. 
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EMISSION SCENARIO AT ROAD 
INTERSECTIONS :  

A CASE STUDY OF SURAT CITY 
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ABSTRACT-:Indian urban areas are experiencing drastic 
growth in vehicular population due to most classical reasons 
of  speedy industrialization and urbanization growth . 
Upshots of such growth  are delay and increase traffic 
congestion on roads, up surging of travel time and fatal 
accidents and beyond all these the most objectionable issue of 
increasing pollution levels in urban bases. This paper is an 
attempt to focus on the pollution level on some of the 
significant intersections of Surat city in Gujarat. 

 

INTRODUCTION 

The tremendous increase in mobilization of human society has 
resulted in phenomenal rise in vehicular traffic on the major 
roadways. The vehicles discharge an appreciable  amount of 
exhaust emission, which consist of poisonous gases like carbon 
monoxide, sulpher dioxide, oxides of nitrogen etc. The 
emission from the vehicles cause adverse effects on plants 
,human beings, animals, soil and other environmental 
components, However every urban area dominance  some 
significant points, regions, stretches of traffic with heavy air 
pollution and the road intersections are the most critical 
locations in urban region ,where air pollution is at predominant 
stage. Presently world survey points out that many developed 
urban regions are under the influence of air pollution due to 
vehicular population and many of them have reported the 
major level of such emission at traffic road intersections due to 
one or another reasons which may be due to improper practice  

 

of maintaining vehicles , improper operation , old age vehicles 
, unrealistic design of road intersections or lacking or 
signalized intersection etc. ,Among  these  

 

many cities , megacities , towns of India are facing nastiest 
scenario at various temporal stages during the year. 

 

 

The present study is carried out at Surat city which is 
considered as one of the most developed city of Gujarat state in 
India. However  due to fast development and expansion of city 
Surat is also experiencing the classical issues of urban 
transportation like traffic congestion , traffic delay and the 
most crucial issue of urban air pollution. Here efforts are 
carried out to recognize most air pollution stimulating  traffic 
intersections in the city and  traffic volume surveys alongwith  
mission  survey  for  CO  and HC  pollutants  have  been  
conducted  at  some  of such intersections during some peak 
duration. 

MATERIAL AND METHODS 

Primarily on the base of  present scenario of  city traffic as well 
data of RTO-Surat & Surat Municipal Corporation (SMC) city 
area is classified on the base of  primary and secondary traffic 
intersections where air pollution fluctuates, however during 
such classification it is taken care that same categories of 
intersections are grouped in same group .(This identification of 
road intersections includes only intense pollution prone 
intersections, so not all intersections of city are included and it 
is also to be noted that survey work is carried out only at some 
of the following intersections till, remaining is under progress- 
Some more intersections may be identified at later stage of 
survey). Such categories of road intersections are defined on 
the base of traffic density, use of such intersections during day 
and night, average pollution level ,traffic delay on such 
intersection etc. According to this  two categories of road 
intersections , i.e primary and secondary are designated under 
this survey.(List of existing intersections under these 
categories are listed in Table-1 ).Mixed traffic conditions were 
observed during survey work at peak and slack timings. 

 

 

 

 

 



  

 

Table-1 Identified Primary Intersections 

Sr 

No 

Name of Intersection Assigned Id Type of Intersection     Name of Road 

1 Gujarat Gas Circle P1 Four arm Signalized 
roundabout 

Hazira Road 

2 Palanpur Patia P2 T-Type signalized Rander Road 

3 Sona Restaurant P3 Four arm signalized Rander Road 

4 Navyug College P4 Four arm staggered 
signalized 

Rander Road 

5 Sargam Shoping Centre P5 Four arm  staggered 
Signalized  

Dumas Road 

6 Chopati P6 T-Type signalized Dumas Road 

7 Athwagate flyover bridge P7 Four arm staggered 
signalized 

Dumas Road-Ring 
Road 

8 Majura Gate Circle P8 Four arm staggered 
signalized 

Ring Road 

9 Chowk Circle P9 Four arm signalized Stn Road 

10 Sahara Darwaja P10 T-Type staggered 
signalized 

Ring Road 

11 Delhi Gate P11 Four arm signalized Stn Road 

 

Table-2 Identified Secondary Intersections 

Sr 

No 

Name of Intersection Assigned Id Type of Intersection     Name of Road 

1 Choksi wadi S1 T-Type signalized Kadvapatidarwadi 
Arterial Road 

2 Bhulka Bhavan S2 T-Type signalized Hazira Road 

3 Rishabh Circle S3 Four arm signalized Rander Road 

5 Bhagal Circle S4 Four arm Signalized  Stn Road 
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FUTURE WORK 

Above scenario represents the need of detail survey at another 
intersections and model study of vehicular exhaust emission, 
However such thing can be carried out with conventional way 
of stastical modeling approach but with the modern trend of 
research has now opened the research prospects with 
geospatial base where numerous factors can be considered 
simultaneously for modeling analysis of pollutant emission at  
respective  geo referenced locations. GIS and GPS are the best 
modeling tools and analytical approach for this. Multi decision 
making can also be incorporate with the introduction of GIS 
and GPS study of identified intersections. So in such regard 
these two and other road intersections are planned to map with 
GPS and configured with GIS for detailed analysis of pollutant  
behaviour at typical intersection and it can be easily verified by 
implementing the model at same type and same traffic 
patterned intersection. 

 

CONCLUSION    

As from the obtained results it appears that  Old aged vehicles 
are prone to cause much emission of CO and HC than the new 
i.e (having the age less than 10 years) and also 2 Strokes 
vehicles are found with more concentration of CO and HC than 
4 Stroke. It is interested to note that despite of same type 
vehicles(i.e-2 stroke or 4-stroke) emission was found different 
due to vehicular age factor, adulteration of fuel, etc. Such 
factors should be analyzed simultaneously to get more concrete 
outcome of the modeling study to be carried out at said 
intersection. However in present case study survey was 
preliminary level survey but detail survey with more 
parameters and by incorporating seasonal variations is required 
to create geospatial model for the air pollution study at these 
and other remaining primary and secondary road intersections. 
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Abstract-: Space–time coding is a technique used in wireless 
communications to transmit multiple copies of a data stream 
across a number of antennas and to exploit the various 
received versions of the data to improve the reliability of data-
transfer. The fact that transmitted data must traverse a 
potentially difficult environment with scattering, reflection, 
refraction and so on as well as be corrupted by thermal noise 
in the receiver means that some of the received copies of the 
data will be 'better' than others. This redundancy results in a 
higher chance of being able to use one or more of the received 
copies of the data to correctly decode the received signal. In 
fact, space–time coding combines all the copies of the received 
signal in an optimal way to extract as much information from 
each of them as possible. This paper presents performance 
evaluation of concatenated Space Time code in Rayleigh 
Fading environment. This code uses Space Time Trellis Code 
as Outer code and space Time Block Code as inner code. 
Hence providing advantage of diversity of STBC along with 
STTC’s decoding advantage 

 

Section-1 

Space Time Block Codes: Introduction 
 
In the case of STBC in particular, the data stream to be 
transmitted is encoded in blocks, which are distributed among 
spaced antennas and across time. While it is necessary to have 
multiple transmit antennas, it is not necessary to have multiple 
receive antennas, although to do so improves performance [1]. 
This process of receiving diverse copies of the data is known as 
diversity reception and is what was largely studied until 
Foschini's 1998 paper. 
 
An STBC is usually represented by a matrix. Each row 
represents a time slot and each column represents one antenna's 
transmissions over time. 
 

A. Alamouti scheme with two transmitter one receiver [2] 
The scheme uses two transmit antennas and one receive antenna 
and may be defined by the following three functions: 

• The encoding and transmission sequence of information 
symbols at the transmitter; 

• The combining scheme at the receiver; 

• The decision rule for maximum likelihood detection. 

1) The Encoding and Transmission Sequence: At a given 
symbol period, two signals are simultaneously transmitted from 
the two antennas. The signal transmitted from antenna zero is 
denoted by s0 and from antenna one by s1. During the next 
symbol period signal     (-s1

*) is transmitted from antenna zero, 
and signal s0

*   is transmitted from antenna one  where * is the 
complex conjugate operation. This sequence is shown in Table I. 

 TX ant0 TX ant1 

Time t s0 s1 

Time t+T -s1
* s0

* 

 
 Table 1: the notation for the transmitted signals at the two 
transmit antennas 

Here encodings is done in space and time. The channel at a time t 
is modeled by a   complex multiplicative distortion h0(t) for 
transmit antenna 1 and  h1(t) for transmit antenna 2.We assume 
that the fading is constant across 2 consecutive symbols . 

h0 (t) = h0 (t + T) =α0 e jθ   ;  h1(t) = h1 (t +T ) =α 1e jθ   (1) 
where T is the symbol duration.  The Receiver symbols can now 
be expressed as  
r0 (t) = r0 (t + T) = h0 s0+ h1 s1 +n0 

r1 (t) = r1 (t + T) = -h0 s1
*
 +h1 s0 

* + n1  

 (2) 

Where r0 and  r1 are received signals at a time t and t+T and n0  
and  n1 are complex random variable representing receiver noise 
and interference.  Received signal r0 consist of signals s0 and s1 
and received signal r1 consist of the conjugate s1

* and s0
*   To 

determine the transmitted signals, we have to uncouple the 2 
equations and extract out measures of the transmitted signals 
from these equations .This is done in the combiner the combiner 
is associated by the channel estimator which provides perfect 
estimation of the channel parameters. 
The main advantages of the Alamouti scheme is that simple 
signal processing is performed to separate the signals s0 and s1 
respectively the estimates of the transmitted signals are formed 
as  

s0
~ = h0

* r0+ h1 r1
* 

            s1
~ = h1

* r0 – h0
 r1

*       

 (3) 
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Fig 1: 2 transmitter and 1 receiver system using BPSK 
constellation 

 
Fig 2: 2 transmitter and 2 receiver scheme using BPSK 

constellation 
 

 
Fig.3: 2 Transmitter and 2 receiver scheme using QPSK 

constellation 
 

It can be seen from the BER characteristics that with the 
Alamouti Scheme good error performance can be achieved at 
lower SNR. The BER performance is independent of modulation 
used so using this scheme even a lower complexity modulation 
system can perform better. Improvement in Performance can be 
achieved using diversity. i.e.  the system performance can be 
increased significantly by increasing the number of  transmitting 
and receiving antennas. 

 

Section II 

1) Space Time Trellis Codes: Introduction 
 

Space-Time Coding (STC) is an open loop transmission scheme 
that was introduced by V. Tarokh[5]. In STC, joint design of 
channel coding and modulation is done to create efficient 
transmission techniques which improve system performance by 
providing both the diversity advantage of multiple transmit 
antennas and coding gain. In [5], space-time codes based on 
trellis-coded modulation (TCM) are presented. These codes are 
called Space-Time Trellis Codes (STTC) and their performance 
was shown to be very good in slow Rayleigh fading 
environments. The receiver for these STTC schemes uses 
Maximum Likelihood Sequence Estimation (MLSE) and the 
decoding complexity for these schemes (measured in terms of 
number of trellis states) increases exponentially with 
transmission rate for a fixed number of transmit antennas. 

Space–time trellis codes (STTC) are a type of space–time 
code used in multiple-antenna wireless 
communications. This scheme transmits multiple, redundant 
copies of a trellis (or convolutional) code distributed over 
time and a number of antennas ('space'). These multiple, 
'diverse' copies of the data are used by the receiver to attempt to 
reconstruct the actual transmitted data. For a STC to be used, 
there must necessarily be multiple transmit antennas, but only a 
single receive antennas is required; nevertheless multiple receive 
antennas are often used since the performance of the system is 
improved by so doing. 

In contrast to space–time block codes (STBCs), they are 
able to provide both coding gain and diversity gain and have a 
better bit-error rate performance. However, being based on 
trellis codes, they are more complex than STBCs to encode 
and decode; they rely on a Viterbi decoder at the receiver 
where STBCs need only linear processing [5]. 

Space-Time block codes can achieve a maximum possible 
diversity advantage with a simple decoding algorithm. It is very 
attractive because of its simplicity. However, no coding gain can 
be provided by space-time block codes, while non-full rate 
space-time block codes can introduce bandwidth expansion[7]. 
STTC was first introduced by Tarokh, Seshadri and Calderbank 
[4]. It was widely discussed and explored in the literature as 
STTC can simultaneously offer a substantial coding gain, 
spectral efficiency, and diversity improvement on flat fading 
channels. 

B. Encoder Structure for STTC 

For space-time trellis codes, the encoder maps binary data to 
modulation symbols, where the mapping function is described by a 
trellis diagram. Let us consider an encoder of space-time trellis coded 
M-PSK modulation with nT  transmit antennas as shown in Fig.1[6]. 
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Where kυ , is the memory order for the k-th encoder branch. The 

value of kυ  for M-PSK constellations is determined by 

[ ]Mkk 2log/1−+= υυ    (11) 

The total number of states for the trellis encoder is 2υ .The m 
multiplication coefficient set sequences are also called the 
generator sequences, since they can fully describe the encoder 
structure. 
 
Decoding  
 
For STTC, the decoder employs the Viterbi algorithm to perform 
maximum likelihood decoding. Assuming that perfect CSI is 
available at the receiver, for a branch labeled by 

Tn
tttt

Txxxx ),.....,,( 21= , the branch metric is computed as the 
squared Euclidean distance  between the hypothesized received 
symbols and the actual received signals as 
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The Viterbi algorithm selects the path with the minimum path 
metric as the decoded sequence. 

Simulation Results: 

Assumptions: 

1. The generator sequences of a 4-state space-time trellis coded 
QPSK scheme with 2 transmit antennas are assumed to be: 

 g1=[0 2 ;2 0]  and g2=[ 0 1; 1 0] 

2. The encoder takes m=2 bits as its input at each time.  
3. The trellis consists of 2 υ =4 states, represented by state 

nodes. 
4. The Channel is assumed to be Rayleigh. 
5. The channel is known perfectly at the receiver. 

 

 

Fig 5: 4-state space-time trellis coded QPSK scheme 

From the fig. 5, We can say that Space Time Trellis codes 
provide improved error performance for wireless systems using 
multiple antenna. These codes can also provide the full diversity 
gain as well as coding gain. Performance can be improved by 
increasing the number of receive antennas but at the cost of 
increased decoder complexity. Another way to improve 
performance is either to increase constellation size or opt for 
higher state STTC. 

Section III 

Concatenated Space Time Code: Introduction 

Concatenation is also frequently employed in space time coded 
systems. In this case, the outer code is frequently a TCM system 
whose symbol are transmitted via an inner space time coded 
system [9][8]. 

In what follows, we combine space–time block codes with a 
trellis code to come up with a new structure that guarantees the 
full diversity with increased rate. Also, we show how to design 
the trellis code to maximize the coding gain. The result is a 
systematic method to design space–time trellis codes for any 
given rate and number of states.  
 

The System Model: 

The system can be described by the block diagram shown below. 
Space Time Trellis code is used as outer cod and Space Time 
Block Codes are used as inner code. The data modulator used in 
the work is QPSK modulator & channel is assumed to be 
Rayleigh.  

 

If x(t) represents the input bit stream  & s(t) is the STTC encoded 
data, we can model the system as: 

s(t)= STTCtx )}({ℑ ….. i.e. STTC encoding 

Here, 4 State STTC is considered and the generator used is the 
same as was used in STTC encoding. 
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Fig. 6. Proposed system for concatenated encoder and decoder. 

STBCtsI )}({
~

ℑ= ……i.e. STBC encoding 

The signal Xc(t) is the 2 bit QPSK modulated signal 
~
I . The 

QPSK signal may assign any of the four values possible i.e. 1+i, 
1-i, -1+i and -1-i. 

The system equation is then written as : 

)()(*)()( tWtXtRtY ccc +=    (12) 

Yc(t) & W(t) are channel response and channel noise(Rayleigh). 

Design of Concatenated code: 

After defining a system, the next problem is how to implement 
(Alamouti) on encoded STTC codes. For that purpose again 
consider the STTC encoder. For convenience it is shown below: 

 

 

Fig. 7: Encoder for space time trellis code 

 

Implementation of STBC on encoded STTC: 

In this work, following orthogonal design is used as transmission 
matrices: 
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Where * denotes the conjugate operation. 

Let the output of the STT encoder c1 and c2 are represented as: 
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The data stream can now be encoded according to Alamouti 
scheme as 
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In this manner without increasing the number of transmitting 
antennas significant improvement in the performance can be 
achieved.  

Decoding: 

Decoder structure for the concatenated code is similar to that 
used previously for STTC and STBC decoders. Let the received 
signals at the two receive antennas are r1 and r2, the data can be 
recovered by applying it first to the STBC decoder and extracting 
the signals c1 and c2 as follows: 

       c1
 = h0

* r0+ h1 r1
*  + h2

* r2+ h3 r3
*   

  c2
 = h1

* r0- h0 r1
*  - h2

* r3+ h3 r2
*         (16) 

The recovered data streams are then applied to the Viterbi 
decoder for further decoding.  

 

 

 

 

 



 

15 Simulation Results: 

 

 

 

 

 

 

 

 

 

Fig 8: SNR vs BER performance of proposed scheme 

 

For STTC, the decoder employs the Viterbi algorithm to perform 
maximum likelihood 

decoding. Assuming that perfect CSI is available at the receiver, 
for a branch labeled by 

Tn
tttt

Txxxx ),.....,,( 21= , the branch metric is computed as 

the squared Euclidean distance 

between the hypothesized received symbols and the actual 
received signals as 
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The Viterbi algorithm selects the path with the minimum path 
metric as the decoded sequence. 

In this work, a simple technique is proposed for designing an 
improved high-rate space-time code. The proposed design was 
based on a concatenation of an orthogonal space-time block code 
and an STTC encoder. A high-rate Concatenated-STTC design 
was achieved by expanding the cardinality of the space time 
block code before concatenates it with an outer STTC encoder. 
Signal orthogonality was exploited to keep decoding complexity 
of the proposed scheme relatively low. 

 

 

 

 

In the above fig. SNR vs. BER performances of three coding 
techniques using 4 PSK modulation are shown at frame size of 
64. We can observe that for an BER of 10-3 the required SNR for 
STBC is 10 dB, for STTC is 17 dB and for concatenated STTC is 
7 dB only.  

Section IV 

VII. CONCLUSION 
In the thesis work, simulation results are drawn for the three 
coding schemes namely: Space time Block Codes, Space Time 
Trellis Codes and Concatenated Space time code where STTC is 
used as outer code and STBC is used as inner code. 

From the simulation results of STBC it can be seen that this code 
provide performance independent of modulation technique 
employed. The performance can be further improved by 
increasing the number of transmit and receive antennas i.e. 
applying the diversity to this code. The most important point that 
we can observe is that this code performs with very high 
efficiency because of orthogonality property under Rayleigh 
fading environment compared to other codes. 

 

STTC is also simulated and the results are shown in chapter 3 
where it has been shown that this code can provide full diversity 
as well as coding gain. The performance improvement can be 
achieved by increasing the number of states but it increases 
receiver complexity. We can also observe that the STTC is 
sensitive to modulation employed & for getting better 
performance higher constellation size has to be used [5]. 

Here, to improve the performance of lower constellation size (we 
used 4 PSK), Concatenation of STTC with STBC is proposed. 
The simulation results show that the Concatenated STTC 
outperforms the two previous methods. 
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The performance gain that we achieve is at the cost of reduced 
code rate and increased receiver complexity. If code rate 
reduction can be tolerated, the proposed scheme shows very 
good results. Performance can be further improved by increasing 
the number of transmitting antennas.      
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   Abstract:-Data mining, the extraction of hidden predictive 
information from large database, is a powerful new technology 
with great potential to help Companies. Data Mining is the 
search for the relationships and global patterns that exists in 
large databases but is ‘hidden’ among the vast amount of 
data.Data mining achieves different technical approaches, such 
as clustering, data summarization, and learning classification 
rules, finding dependency networks, analyzing and detecting 
anomalies.  

Data mining activities are usually performed by three 
different classes of users: such as executives, end users and 
analysts. These users usually perform three types of data 
mining activity within a corporate environment: episodic, 
strategic and continuous data mining. Functions available with 
data mining are classification, clustering, association and 
many more. It concerned with marketing, insurance, banking 
and transportation like applications. 

Data mining may have problems like uncertainty, missing 
values, size of the data, data updating and more.  

The main objective of this paper is to overcome the brief 
introduction towards the different terms and next generation 
techniques of data mining.   

 
1. INTRODUCTION 

Data mining refers to the Knowledge Discovery in Data 
bases (KDD). Data mining techniques are identifying nuggets of 
information or decision making knowledge in bodies of data and 
extracting these in such a way that they can be put to use 
classification, prediction, data forecasting and decision making. 
Data mining is a powerful new technology with great potential to 
help companies focus on the most important information in their 
data warehouses. 

Data Mining is the search for the relationships and global 
patterns that exists in large databases but is ‘hidden’ among the 
vast amount of data, these relationships represent valuable 
knowledge about the database and the objects in the database. 

Basically data mining is concerned with the analysis of data 
and the use of software techniques for finding patterns and 
regularities in sets of data. Data mining analysis process starts 
with a set of data uses a methodology to develop an optimal 
representation of the structure of the data during which time 
knowledge is acquired.  

 
 
 
 
 
 
 

 
 

1.1 Data mining Architecture 
 

 
 

Fig 1. Data mining Architecture 
 
The ideal starting point is a data warehouse containing a 
combination of internal data tracking all customer contact 
coupled with external market data about competitor activity. An 
OLAP (On-Line Analytical Processing) server enables a more 
sophisticated end-user business model to be applied when 
navigating the data warehouse [5].  
 
2. DATA MINING MODELS 

There are two types of model or modes of operation,
which may be used to discover information of interest to the
user.  

2.1 Verification Model

The verification model takes input from the user and tests the 
validity of it against the data. The emphasis is with the user who 
is responsible for formulating the hypothesis and issuing the 
query on the data to affirm or negate the hypothesis.  

The problem with this model is the fact that no new 
information is created in the retrieval process but rather the 
queries will always return records to verify or negate the 
hypothesis. The user is discovering the facts about the data using 
a variety of techniques such as queries, multidimensional 
analysis and visualization to guide the exploration of the data 
being inspected.  
2.2 Discovery Model 

The discovery model differs in its emphasis in that it is
the system automatically discovering important information
hidden in the data. The data is sifted in search of frequently
occurring patterns, trends and generalizations about the
data without intervention or guidance from the user.  



3. DATA MINING PROCESS
Following are the processes/stages identified in Data 

Mining and Knowledge Discovery. The phrases depicted start 
with the raw data and finish with the extracted knowledge, which 
was acquired as a result of the following stages: 
3.1 Data Selection: Examining the entire raw data set identifies 
the target subset of data and the attributes of interest. This 
includes selecting or segmenting the data according to some 
criteria e.g. all those people who own a car, in these way subsets 
of the data can be determined.  
3.2 Data Cleaning: In this step, noise and outliers are removed, 
field values are transformed to common units and combining 
existing fields to facilitate analysis creates some new fields. The 
data is typically put into a relational format, and several tables 
might be combined in a de normalization step. Also the data is 
reconfigured to ensure a consistent format as there is a possibility 
of inconsistent formats because the data is drawn from several 
sources e.g. sex may recorded as f or m and also as 1 or 0. 
3.3 Transformation: The data is not merely transferred across in 
that overlays may be added such as demographic overlays in the 
market research. The data is made usable. 
3.4 Data mining: This stage is concerned with the extraction of 
patterns from the data. Data mining algorithms can be applied to 
extract the interesting patterns of data. 
3.4 Interpretation and Visualization: The patterns identified by 
the system are interpreted into knowledge, which can then be 
used to support human decision-making e.g. prediction and 
classification tasks, summarizing the contents of a database or 
explaining observed phenomena. The patterns are presented to 
end users in an understandable form, e.g. through 
visualization[1]. 

4. DATA MINING NEXT GENERATION TECHNIQUES. 
Data mining techniques are as follows: 
4.1 Cluster Analysis 

In an unsupervised learning environment the system has to 
discover its own classes. We can cluster the data in the database 
as shown in the Figure 1. The first step is to discover subsets of 
related objects and then find descriptions e.g. D1, D2, D3 etc., 
that describe each of these subsets.  
 
Fig 2. Discovering clusters and descriptions in a database 

 Clustering and segmentation basically partition the database so 
that each partition or group is similar according to some criteria. 
Clustering/segmentation in databases are the processes of 
separating a data set into components that reflect a consistent 
pattern of behavior. 

4.2 Induction 
Induction is the inference technique, which can be used to 

infer the generalized information from the database. Induction 
has been used in the following ways within data mining.  
4.2.1 Decision trees 

 
Decision trees are simple knowledge representation and they 

classify examples to a finite number of classes, the nodes are 
labeled with attribute names, the edges are labeled with possible 
values for this attribute and the leaves labeled with different 
classes. Objects are classified by following a path down the tree, 

by taking the edges, corresponding to the values of the attributes 
in an object.  

 
The following is an example of objects that describe the 

weather at a given time. The objects contain information on the 
outlook, humidity etc. Some objects are positive examples 
denote by P and others are negative i.e. N. Classification is in 
this case the construction of a tree structure, illustrated in the  

 

 
figure 2 which can be used to classify all the objects 

correctly.
 

Fig 3. Decision tree structure 
4.2.2 Rule Induction 

A data mine system has to infer a model from the database 
that is it may define classes such that the database contains one 
or more attributes that denote the class of a tuple is the predicted 
attributes while the remaining attributes are the predicting 
attributes. Class can then be defined by condition on the 
attributes. When the classes are defined the system should be 
able to infer the rules that govern classification. Production rules 
have been widely used to represent knowledge in expert systems 
and they have the advantage of being easily interpreted by 
human experts because of their modularity i.e. a single rule can 
be understood in isolation and doesn't need reference to other 
rules. The structure of such rules is in the form of if-then rules. 
 
4.2.3 Neural Networks 

Neural networks are an approach to computing that involves 
developing mathematical structures with the ability to learn. 
Neural networks can derive meaning from complicated or 
imprecise data and can be used to extract patterns and detect 
trends that are too complex to be noticed by either humans or 
other computer techniques. A trained neural network can be 
thought of as an "expert" in the category of information it has 
been given to analyze. Neural networks identify patterns or 
trends in data, they are good for prediction or forecasting. Neural 
networks use a set of processing elements (or nodes) analogous 
to neurons in the brain. These processing elements are 
interconnected in a network that can then identify patterns in data 
once it is exposed to the data, i.e. the network learns from 
experience just as people do. This distinguishes neural networks 



from traditional computing programs that simply follow 
instructions in a fixed sequential order. The structure of a neural 
network is shown in the figure 4. 

 
 

 
Fig 4. Structure of Neural Network 

The bottom layer represents the Input layer, in this case with 5
input labels X1 through X5. The middle layer is called the hidden
layer, with a variable number of nodes. The output layer in this
case has two nodes, Z1 and Z2 representing output values we
are trying to determine from the inputs. Neural networks
suffered from long learning times, which become worse as the
volume of data grows [2].  

 
4.2.4  Data Visualization 

Data visualization makes it possible for the analyst to gain a 
deeper, more intuitive understanding of the data and can work 
well for data mining. Data mining allows the analyst to focus on 
certain patterns and trends and explore in-depth using 
visualization. The volume of data in a database can overwhelm 
the data visualization but in conjunction with data mining can 
help with exploration.     

 
5. DATA MINING FUNCTIONS 

Data mining methods may be classified by the function they 
perform or according to the class of application they can be used 
in. The data mining functions are as follows. 

 
5.1 Classification 

The clustering techniques analyze a set of data and generate a 
set of grouping rules that can be used to classify future data. The 
mining tool automatically identifies the clusters, by studying the 
pattern in the training data. Once the clusters are generated, 
classification can be used to identify, to which particular cluster, 
input belongs. For example, one may classify diseases and 
provide the symptoms, which describe each class or subclass [5]. 
 
5.2 Association 

Given a collection of items and a set of records, each of which 
contain some number of items from the given collection, an 
association function is an operation against this set of records which 
return patterns that exist among the collection of items. These 
patterns can be expressed by rules such as "72% of all the records 
that contain items A, B and C also contain items D and E." The 
specific percentage of occurrences (in this case 72) is called the 

confidence factor of the rule. Also, in this rule, A, B and C are said 
to be on an opposite side of the rule to D and E. Associations can 
involve any number of items on either side of the rule.  

A typical application that can be built using an association 
function is Market Basket Analysis. Thus, by invoking an 
association function, the market basket analysis application can 
determine affinities such as "20% of the time that a specific 
brand toaster is sold, customers also buys a set of kitchen gloves 
and matching cover sets."  

A supervised machine learning task involves constructing a 
mapping from input data (normally described by several 
features) to the appropriate outputs. In a classification learning 
task, each output is one or more classes to which the input 
belongs. The goal of classification learning is to develop a model 
that separates the data into the different classes, with the aim of 
classifying new examples in the future.  

Given a new example, the ensemble passes it to each of its 
multiple base models, obtains their predictions, and then 
combines them in some appropriate manner (e.g., averaging or 
voting).  
 
5.3 Sequential/Temporal patterns  
Sequential/temporal pattern functions analyze a collection of
records over a period of time for example to identify trends. The
identity of a customer who made a purchase is known, an
analysis can be made of the collection of related records of the
same structure. Sequential pattern mining functions can be
used to detect the set of customers associated with some
frequent buying patterns. For example a set of insurance claims
can lead to the identification of frequently occurring sequences
of medical procedures applied to patients which can help
identify good medical practices as well as detect some medical
insurance fraud.  

 
5.4 Clustering and Segmentation 

Clustering and segmentation are the processes of creating a 
partition so that all the members of each set of the partition are 
similar according to some measure. A cluster is a set of objects 
grouped together because of their similarity or proximity. When 
learning is unsupervised then the system has to discover its own 
classes i.e. the system clusters the data in the database. Using the 
rules or functions can 
Form the cluster. 
 
6. DATA MINING ACTIVITIES AND USERS 

Data mining activities are usually performed by three 
different classes of users: executives, end users and analysts. 
• Executives spend much less time with computers than the other 

groups. 
• End users are sales people, market researchers, scientists, 

engineers, physicians, etc 
• Analysts may be financial analysts, statisticians, consultants, or 

database designers. 
These users usually perform three types of data mining activity 
within a corporate environment: episodic, strategic and 
continuous data mining. 
In episodic mining we look at data from one specific episode 
such as a specific direct marketing campaign. Analysts usually 
perform episodic mining. In strategic mining we look at larger 



sets of corporate data with the intention of gaining an overall 
understanding of specific measures such as profitability. In 
continuous mining we try to understand how the world has 
changed within a given time period and try to gain an 
understanding of the factors that influence change [9]. 
 
7. DATA MINING APPLICATIONS 

Data mining has many and varied fields of application, some 
of which are listed below.  

• Marketing: Identify buying patterns from customers & Market 
basket analysis. 

• Banking: Detect patterns of fraudulent credit card use & 
Identify `loyal' customers. 

• Insurance and Health Care: Claims analysis, Predict which 
customers will buy new policies & Identify fraudulent 
behavior.  

• Transportation: Determine the distribution schedules & 
analyze loading patterns [7]. 

 
8. DATA MINING PROBLEMS 
As data mining discovering the hidden knowledge from the 
available data, it also has some problems describing below: 

• Limited Information: If some attributes essential to knowledge 
about the application domain are not present in the data it is 
impossible to discover significant knowledge about a given 
domain.  

• Noise and missing values: Error in either the values of 
attributes or class information are known as noise. We have to 
omit the corresponding records of missing data or average over 
the missing values using Bayesian techniques. 

• Uncertainty: Uncertainty refers to the severity of the error and 
the degree of noise in the data.  

• Size, updates, and irrelevant fields: Databases are large and 
dynamic & their contents are changing as information is 
added, modified or removed. So, it is difficult to ensure that 
the rules are up-to-date and consistent with the most current 
information.  

 
9. CONCLUSION 

This paper comprehensively describes various terms and 
techniques of data mining. Also giving the concepts regarding 
functions, applications and processes of Data Mining. Data 
Mining or Knowledge Discovery in Databases (KDD) is the 
nontrivial extraction of implicit, previously unknown, and useful 
information from data. 
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Abstact-:Wireless Sensor Network is data centric network that 
works on query reply mechanism with various types of quires. 
Rumor routing is of the data centric routing algorithm for 
Wireless Sensor Networks. Literature shows that Rumor 
routing algorithm is energy efficient than the Ant Colony 
Optimization, Gossip Routing, Deterministic Flooding and 
Directed Diffusion. Data centric WSN works has various types 
of quires that govern the traffic patters of WSN.  In our work 
we have exploited this key feature of Data centric WSN for 
improving the energy efficiency of Rumor routing algorithm. 
Based on information requirement, we have classified quires in 
two parts, instantaneous queries and continuous queries.  
Using this query classification we have optimized the Rumor 
routing for different types of traffic patterns.  Our simulation 
result shows significant reduction in energy consumption after 
applying our optimization over Rumor Routing algorithm 
which we called Optimized Rumor Routing. 

I. INTRODUCTION 
In recent years many Network Layer protocols have been 
designed for routing in Wireless Sensor Networks (WSN). 
Karaki and Kamal in [9] gave the survey of routing protocols 
used in WSN. They have classified the routing protocols based 
on their node deployment strategy (deterministic or 
probabilistic), data reporting strategy (time driven, event driven, 
query driven or hybrid) and Energy consumption strategy 
without losing accuracy.  Based on this survey Rumor Routing 
[1] can be classified as data centric kind of routing algorithm for 
WSN. Mainly Rumor routing algorithm is used when the 
geographical location of deployed nodes are unknown. For an 
example, randomly deployed environment monitoring network or 
habitat monitoring network uses Rumor routing as Network 
Layer routing protocol.  

In WSN Data collection is divided into two parts query flooding 
and event flooding. Both the flooding mechanism creates energy 
overhead in WSN.  Recent literature on WSN shows that many 
proposed schemes try to control query flooding and event 
flooding to reduce energy overhead of data collection. Rumor 
routing algorithm is a logical compromise between query 
flooding and event flooding. Ref. [4] has defined zonal rumor 

routing which increases the query delivery rate by introducing 
zones in WSN.  Ant colony algorithm [5] was used to know the 
behavior of the event agents or query agents, while in directional 
rumor routing [6] algorithm uses straight line approach instead 
for the random walk. Zonal rumor routing introduced by [4] 
shows that rumor routing is an energy efficient algorithm 
compared to gossip based routing, directed diffusion, Ant Colony 
Optimization and Deterministic Flooding. The randomized rumor 
routing algorithm increases the robustness of rumor routing 
algorithm.  As shown above, literature in Rumor routing focuses 
on the query propagation model but they have not used the 
knowledge available in the query.  In the paper we have used that 
available query knowledge to increate the efficiency of Rumor 
routing in data collection. To achieve this we have classified the 
query according to their need of information. As the traffic in 
network depends on the type of query generated by the network, 
use of available knowledge in query reduces the network traffic 
and gives longer network lifetime.  Our proposed approach is 
complementary to all the suggestions proposed above and helps 
them further in improving the performance of network.  

Rest of the paper is organized as follow. Section 2 covers 
working of our Query aware rumor routing protocol, section 3 
covers algorithm for the different nodes and Section 4 covers our 
simulation results. We have concluded our paper in section 5 
with discussion and future work.  

II. 2. QUERY AWARE RUMOR ROUTING 
Rumor routing is a data centric routing algorithm. Such 
algorithms are used in networks where nodes are unaware of 
their geographical location. In Rumor routing, rumor is 
information about the event or a query for certain events, which 
is routed in the network. As nodes don’t know the geographical 
location of destination or neighboring nodes, nodes transmit the 
information in the form of event or query agent. The node which 
generates the event is called the event node. Same way any node 
that wants to know about the event, will transmit the query agent 
and such a node is called the query node. In the network at the 
node where query agent and event agent meet each other or they 
both go through the path visited by each other they exchange the 



information. By this they came to know about each other and 
thus the path is formed between event node and query node. Now 
the information will be passed through this path in both 
directions. Rumor routing is a logical compromise between event 
and query flooding.   Following is list of terms we have use in 
our algorithm.  

Table 1: Terms Used in Algorithm 

Event Agent An Event Agent is a packet that is 
responsible for spreading rumors 
about the events in the network. 
Each agent is associated with the 
time to live (TTL) that determines 
the number of hops that agent can 
traverse before it dies. An agent 
maintains an event list and a visited 
node history list. 

Query Agent A query is a request packet for 
receiving information on a particular 
event. Each query is associated with 
a time to live (TTL) that determines 
the number of hops the query can 
make. A query is considered 
undelivered when it does not reach 
its destination before the expiration 
of TTL. Like an event agent, a query 
agent also maintains a list of visited 
nodes or zones in a history list. 

Event List This list stores the event names and 
the distance to the events. Agents 
and nodes maintain their respective 
event lists. 

Neighbor 
List 

In case of Rumor Routing, neighbor 
list stores the node ids of the 
neighbors. 

History List In case of Rumor Routing, history 
list stores the node ids of the 
previously visited nodes.  These lists 
maintain soft state information.  

Communicat
-ion Range 

 Communication range is the 
maximum distance that a node can 
send packet through wireless 
transmission. Therefore each node 
can send packet to other nodes that 
are within its communication range. 

Sensing 
Range 

This is the maximum range of each 
sensor node in which a sensor can 
detect the events. A sensor can 
detect multiple events occurring 
within its sensing range. 

Event path Along with spreading the rumor, the 
agent also constructs the event path, 
which is the shortest distance to the 
event the agent has discovered yet. 

 

Thus the energy consumed by event node and query node for 
communication is N*V*I, where N is number of nodes over path 

length and V is voltage  needed for one node to transmit the data 
to the neighbor node on the path established by rumor routing 
and I is the drawn current. 

a) Optimized rumor routing algorithm: 

In the traditional rumor routing explained by [1], once the path is 
established between event node and query node, every query 
dispatched from query agent will go to event node for the 
information. In our algorithm we optimized the energy 
consumption of the network by using the knowledge available in 
query. We have classified the query in to two parts. This 
classification is based on the requirement of information for the 
particular event for which a query agent has been dispatched 
from a query node.  

 One type of the query needs the instantaneous information about 
an event (an over view of event) which is provided by the event 
agent when it meets the query agent while searching the path 
towards query. After that this query agent will come back to the 
query node. This kind of query agent does not need to go to the 
event node as its requirement of information is fulfilled. Total 
power consumed by this query is message transmission cost from 
query node to the meeting point of query agent and event agent. 
Here query need not have to go to event node so the total power 
consumption is lesser then the original rumor routing algorithm.  
Second type of agent needs the information about the event for 
the longer time span and asks for more information about the 
event. This kind of query agent will go to the event node because 
it needs more information about the event compared to 
instantaneous information oriented query agent. The query is 
classified before query node sends the query in the network. The 
result shows that the significant reduction in power consumption 
has achieved after applying proposed optimization technique in 
rumor routing algorithm on wireless sensor networks.  

Let us take one simple exam suppose fire occurs at any node A, 
node B which is a query node needs information about the 
instantaneous temperature information at that node. Now for this 
information query agent of node B need not required to reach 
event node A. the information about the temperature will be 
available by the event agent itself. Now suppose the another  
query from the node B need the regular update on information 
about the temperature from the event node. In this case query 
agent requires going to the event node to make it aware of period 
event dispatch. This requires the same power as used in 
traditional Rumor routing Algorithm.  In the following section 
we have shown the algorithms that runs our Query Nodes, Event 
Nodes and Intermediate Nodes. 

 



III. 3.  ALGORITHM 
In the above section gives the working principle of our optimized 
rumor routing algorithm.  This work is complementary to the 
other suggested algorithms and helps in improving the 
performance of the rumor routing algorithm.  In this section we 
have given the steps needed to perform at different nodes in the 
network. 

A. Query Node: 
Query node generates the query to get the information from 
network about the event.  If path information about the event 
exists at query node then node takes next node to send query 
from that path, other wise they chose one of the neighboring 
node randomly and sends the query to that node.  In the case if it 
receives the event information it store the path for the future use. 
The steps for the Query node are give below. 

Steps for the Query Node 

1 Set Communication Range 

2 Set Query Frequency  

3 Send  k random Hello Packet 

4 Wait for Neighbor Hello Packet for Predefine 

time 

5 Set Query Type 

6 Send Query Base on Query Type and Query 

Configuration 

7 If Path present for event 

8   Use neighboring node from  path 

9     Else 

10 Select node randomly from  neighbor list 

11 Send Query with TTL 

12 Repeat Step 8 base on Step 6 

13 On Receive Event Agent  

14  Get Path Information form Agent 

15 Store  information in list with purge time 

16  On purge time Remove Entry from Query Node 

B.  

C. Source/Event Node: 
Node that senses the environment and generative the data are 
called source nodes or event nodes. Event node sends the 
information toward the Query nodes in the event agents.   

 

 

Steps for the Query Node 

1 Set Communication Range 

2 Set Event Frequency  

3 Send  k random Hello Packet 

4 Wait for Neighbor Hello Packet for Predefine time 

5 Set Event Type 

6 Send Query Base on Query Type and Query 

Configuration 

7 If Path present  

8 Use next hop node from path 

9 Else 

10 Select Random Neighbor Node 

11 Send Query with TTL 

12 Repeat Step 11 base on Step 6 

13 On Receive Event Agent  

14 Get Path Information form Agent 

15 Use this information for future with purge time 

16 On purge time Remove Entry from Query Node 

 

D. Intermediate Node: 
Intermediate node receives the query agents and event agents and 
forwards them according to algorithm.  In the case that node has 
query agent and receives the event agent it uses that information 
for query agent and forward the event on query path. On 
receiving query agent when it has related event agent it follows 
the same processer. In addition based on the query type it either 
forwards the query agent towards the event node or drops query 
agent and do not forward it.  

Steps for the Intermediate Nodes 
1 Receive the query and event agent  
2 If only query or only event agent  
3 Store the query and event agent  
4 If TTL is not zero 
5 Forward received query or event agent 
6 Else  
7 Drop query or event agent 
8 Else  
9 Forward query or event, base on received    

event or query information respectively 
10 If  long term query  
11 Forward query to event node 
12 Else   
13 Drop query 

 



Intelligent behavior of intermediate node based on query 
information helps the network to reduce the forwarded packets in 
the network.  

IV. 4.  RESULTS 
In our simulation we have compared our query based Rumor 
routing algorithm with traditional Rumor routing algorithm.   To 
compare both the protocols we have used the scalability of the 
network, transmission range of nodes and communication range 
as parameters. Algorithms are evaluated for the energy 
consumption requirement for different sets of parameters.  In 
addition we have tested both the algorithms with different 
topological structures. For this purpose we took two topological 
structures one is grid and other is random node distribution. In 
our simulation for fix deployment region we have increased the 
node density per unit area, transmission range and query/event 
frequency and compared the standard rumor routing with our 
optimized rumor routing on the basis of energy consumption. In 
random node deployment we have assumed that for fixed power 
consumption per node, we are getting the connectivity which 
includes at least one node in its communication range. 

     Result in figure 1 shows the energy consumption in grid 
structure. Here we have increased the network size by increasing 
node density per unit area and analyzed the energy consumption 
of the network. Result shows that with optimization plotted in 
red line have lower energy consumption compared to without 
optimization shown in blue line. For random node deployment, 
the result is shown in figure 2. 

 

Figure 1: number of nodes vs. power consumption (fixed grid 
structure)  

 

 

Figure 2: number of nodes vs. power consumption (random node 
deployment) 

Here also red line shows the energy consumption due to 
optimized rumor routing while blue line shows the energy 
consumption due to traditional rumor routing. Result shows the 
significant reduction in energy consumption using optimized 
rumor routing algorithm. 

    The communication range is one of the parameter on which 
the network traffic depends on. For this query frequency is 
another parameter that we have used for comparing the both 
routing algorithms. The effect of communication on energy 
consumption has been evaluated both on grid as well as random 
structure.  The figure 3 below shows the energy consumption for 
fixed grid structure for various communications ranges 6, 7, 8, 9, 
10 and 11. 

 

Figure 3: Communication range vs. power consumption for fixed 
grid structure. 

For same ranges of communication we have changed the 
topological structure by random deployment. In both the figures 
red line shows the optimised rumor routing algorithm and blue 
line shows the traditional rumor routing algorihtm. 
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Figure 4: Communication range vs. power consumption for 
random node structure. 

The significant improvement in energy consumpsion is clearly 
visible in all four graphs. The assumption over here is made that 
we can not take query node itself as event node. If we are taking 
a query node as event node also the results may differ. 

Future work 

We can change the query frequency (query agent per second) for 
single event as well as for multiple events. Also we can apply the 
above idea and algorithm for random and fixed grid structure. 

V. CONCLUSION  
      In this paper we have proposed the query based Rumor 
routing algorithm which uses the information available in the 
query agent for the optimize routing.  We have classified the 
query in two part instantaneous and long term queries. Based on 
this classification intermediate node makes their decision about 
the query forwarding.  We have compared our algorithm with the 
tradition Rumor routing algorithm; simulation shows that our 
algorithm consumes the less energy and more energy efficient 
than the traditional algorithm.  
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Abstract:-The fabrication of macropore arrays in silicon by 
photo electrochemical etching technique in hydrofluoric acid 
(HF) solution is presented in this article. The formation of 
pore arrays with high aspect ratios by electrochemical 
etching of n-type silicon in hydrofluoric acid is a well 
established technique. The macropore morphology depends 
sensitively on the anodization conditions such as current 
density, etching time, HF concentration, light and bias 
voltage as well as on substrate properties such as orientation. 
When macroporous silicon is metallized with Nickel plating 
and filled with scintillating powder it acts as a waveguide for 
the visible light, and can improve X-ray detectors. By 
improving the quality of the macropores viz depth, width, 
flat wall, and flat bottom, one would improve the image 
quality of an X-ray detector. 

1. Introduction 

This article is the result of a project in applied sensor
technology at Mid Sweden University. The project is
focused on the fabrication of macropores in silicon.  

Fabrication of macropores by electrochemical etching in
optional patterns pre‐determined by photo‐lithography
has been known since 1990. The working of X‐ray imaging
detectors is based on this photo electrochemical growth
process. V.Lehmann and U. Gruning [1] etched 2µm deep
pores by using a 4Ω n‐type substrate. According to them
the smallest pore diameter realized so far in a regular
macropore array is about .3 µm. Xavier Badel [2] achieved
pore depth of 380µm, pore spacing of 30µm and wall of
3µm.  

Macropores are useful in X‐ray imaging detector. Different
parameters like temp, time, voltage, current and conc. of
HF solution can vary the quality of the macropores. The
macropores were plated with Ni and filled with
scintillating powder Terbium doped gadolinium
oxysulphide (Gd 2O 2 S:Tb). Then this device was tested for
X‐Ray sensitivity using dental X‐ray  source.  

2. Electrochemical Etching of silicon 
 
Electrochemical etching involves both acid and positive 

charged holes to dissolve the material. Silicone can be etched 
with hydrofluoric acid (HF), the etching rate can be controlled by 
adjusting the number of holes reaching the surface. One of 
several reactions that take place during the etching is:  

222 SiFhFSi →++ +−   
and  

42 2 SiFFHSiF →+ [2]  
 
This uses two holes to dissolve one silicone atom. A similar 

reaction also takes place using four holes to dissolve one silicon 
atom. Other reactions are possible as there are many ions in the 
solution: (HF)2-, F-, OH-, F-, H3O+. Because the holes are used, 
new holes have to be supplied by external means. In n-type 
silicone holes are created by exposing the back of the wafer with 
light, a bias voltage move the holes to the surface of the wafer.  

 
By measuring the current density and calculating the number 

of holes used during the etching, it is possible to decide which 
reaction is dominant. If the average number of holes used is close 
to two, this will result in porous etching of the silicon. Whilst if 
the number of holes is close to four, electro polished etching will 
occur. Between porous and electro polished etching there is an 
transition region where the current density is defined as Jps.  

 
During etching of macropores the applied voltage will 

produce a “Space Charge Region”[3] that focuses the holes on to 
the tip of the pore, hence only at the pore tip etching will occur.  

 
Figure 1 

 
The current density at the pore’s tip is equal to Jps and the 

number of holes used to dissolve a silicon atom is approximately 
2.6 during macropore formation. An increase in the bias voltage 
will reduce the space charge region, this will increase the pore 
diameter and reduce the wall thickness.  
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3. Experimental process 

N‐type, <100> orientation, 1000Ωcm resistance silicon
wafers were taken for the experiments. Pyramids were
etched with KOH form a good start for macropores

Figure 2 Cross‐section of a wafer
 

 The backside of the wafer is covered with Aluminium that 
supplies a good electrical contact for the bias voltage. In this case 
a halogen lamp was used on the backside providing the holes. So 
a grid of aluminium is made so light can get through and create 
holes. 

 
 
 
 
 
 
 
 
 
 
 
 

 
                        Figure 3  Experimental setup 
 
The container is made of PVC which is resistant to HF. A 

platinum electrode are mounted which is used for bias voltage. 
The light source is located at the back side of the sample.  

 
4. Equations 
The HF concentration c in percentage of weight (wt% ),
was calculated as follows:

(Eq. 1)

If the concentration of HF used in the experiment was 4.2
wt% then a total of 4dl solution was prepared for the
experiment which includes 300ml of H2O, 100ml of
ethanol and 30 ml of HF50% solution.

The critical current density in <100> N‐type Si‐wafer is
calculated by:

    (Eq. 2)

C = 3300A/cm2, c = HF conc., Ea=0.345eV and k=Boltzmans
constant.  

The pore diameter with square pores is calculated by:

)/( psJJpd = (Eq. 3)

p=spacing of the pores, J=etching current.

If the HF concentration is changed then the Jps also
changes, the new Jps is calculated by:
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cJJ (Eq. 4)    

5. Metallization  

The electroless Ni plating technique was used to metallize
the macro porous silicon. The composition of the
electroless Ni plating bath was essentially the same as that
reported by S Dhar  and S Chakrabarti. [4]

The temp of the bath is kept at room temp in a ultra sonic
bath, and samples were kept in this solution for 10 min to
60 min.

When metallized the walls of pores acts as reflecting
surface for the visible light, hence the porous silicon acts
as a wave guide for the light concentrating it on the CCD.

Figure 4   SEM picture of plated pores. 
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High current density led to more electro polishing which
explains the flat pore bottoms and the thinner walls.

8. Conclusion 

I successfully fabricated macropores over 310 µm deep.  
 
From the above experiment it can be inferred that current does 

not effect the etch rate. The etch rate is dependent on HF 
concentration. And we get deeper pores when the setup is kept 
for longer period of time. 

 
The polishing of the pores depends on the current. At high 

current we got thin walls and flat bottoms as can be seen in 
figure 9.  

 
Little time was used fore metallization and the plating process 

was not optimized for plating of macropores. There for the 
plating result was not as good as expected.  

 
We were unable to completely fill the pores with scintillator 

powder. Due to limited time no effective method for filling pores 
were found.  So the X-ray detector was not working satisfying. 

Acknowledgments 

 I am thankful to Göran Thungström myr teacher who gave me 
technical support and Henrik Andersson my supervisor for 
specially helping in clean room lab. I am  also thankful to Mid-
Sweden University for providing me  with good computer and 
lab facilities. 

 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 

References 

[1] The limits of macropore arrays formation by V. Lehmann and U. Gruning 
 
[2] Development of macropore arrays in silicon and related technologies for X-

ray imaging applications  by Xavier Badel, KTH , Royal institute of 
Technology 

 
[3]  Porous silicon – A new material for mems by V. Lehmann 
[4] Electroless Ni plating on n- and p-type porous Si for ohmic and rectifying 

contacts by s Dhar and S Chakrabarti. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



ANALYSIS OF MAGNETIC FLUID BASED 
SQUEEZE FILM BETWEEN TWO CURVED 

CIRCULAR PLATES 
Nikhilkumar D. Abhangi1, G.M. Deheri2, Chandaniben D. Changela3 

1 Gandhinagar Institute of Technology, Gandhinagar, Gujarat, India,  
2 Department of Mathematics, Sardar Patel University, V.V.Nagar, Gujarat, India,  

3 Gandhinagar Institute of Technology, Gandhinagar, Gujarat, India, changela.  
nikhil.abhangi@gmail.com, gmdeheri@gmail.com, chandni@gmail.com

ABSTRACT: Efforts have been directed to study and analyze 
the behavior of a magnetic-fluid-based squeeze film between 
curved rough circular plates when the curved upper plate (with 
surface determined by an hyperbolic expression) approaches 
the stationary curved lower plate (with surface governed by a 
secant function). The lubricant used is a magnetic fluid in the 
presence of an external magnetic field oblique to the radial 
axis. The associated Reynolds equation is then solved with 
appropriate boundary conditions to obtain the expressions for 
pressure and load carrying capacity. The numerically 
computed results are presented graphically. It is found that 
load carrying capacity increases with increasing magnetization. 
Further, it is seen clearly from the figures that the performance 
of the bearing system gets significantly enhanced due to the 
magnetization. It is observed that the load carrying capacity 
increases with respect to the curvature of the upper plate while 
a symmetric distribution takes place with regard to the lower 
plate’s curvature parameter.. The analysis as well as the figures 
suggests that the bearing performance might be improved 
considerably by a proper choice of both curvature parameters 
in the presence of a magnetic fluid as lubricant. In addition 
this article also provides some measures to extend the life 
period of the bearing system. 
 
1. INTRODUCTION 
 Murti [1] discussed the squeeze film behavior between a 
curved upper plate and a flat lower plate and established that the 
load carrying capacity rose sharply with curvature in the case of 
concave pads. Gupta and Vora [2] studied the corresponding 
problem for annular plates. In the above studies the lower plate 
was considered to flat one. Ajwaliya [3] analyze the problem of 
squeeze film behavior by modifying the approach of Gupta and 
Vora [2] taking the lower plate also curved. According to his 
investigations such situation could be found useful in design of 
machine elements like clutch plates and collar bearings. In all the 
above investigations conventional lubricants were used. Verma 
[4] and Bhat and Deheri [5] analyzed the squeeze film behavior 
between porous plates. It was concluded that the application of 
magnetic fluid lubricant enhanced the performance of squeeze 
film. However they assumed that the plates were flat. But in 
actual practice, the flatness of the plate does not endure owing to 

elastic, thermal and uneven wear effects. With this end in view, 
Patel and Deheri [6] analyzed the behavior of the magnetic fluid 
based squeeze film between curved plates determined by secant 
functions. They found that the magnetic fluid lubricant improved 
the performance of the bearing.  

Here an attempt has been made to deal with the performance of a 
magnetic fluid based squeeze film between a curved upper plate 
lying along a surface determined by hyperbolic function and a 
curved lower plate along the surface governed by secant 
function. 

2. ANALYSIS 

The configuration of the bearing is as shown in Figure 1. It is 
assumed that the upper plate lying along the surface given by  

;
1

1
0 ⎥⎦

⎤
⎢⎣
⎡

+
=

Br
hZu

ar ≤≤0       (1) 

Approaching the lower plate lying along the surface 

[ ];1)sec( 2
0 −−= CrhZl  ar ≤≤0                            (2) 

with the normal velocity ,0
0

.
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h = where 0h  is the central 

distance between the plates, and B and C are the curvature 
parameters of the corresponding plates. The central film 
thickness )(rh then is defined by  
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Assuming axially symmetric flow of the magnetic fluid 
between the plates under an oblique magnetic field 

( ),),(sin)(,0),,(cos)( zrrHzrrHH ϕϕ=  



whose magnitude H vanishes at ar = , the modified Reynolds 
equation governing the film pressure p is [4, 5, 6] obtained as   
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where 0μ is the free space permeability, μ  is the magnetic 

susceptibility and μ is the fluid viscosity. Taking, for instance  

)(2 raaH −=      (5) 

and remembering that the magnetic field arises out of a potential, 
it can be shown that ϕ the inclination angle satisfies the equation  

)(2
1cot

raZr −
=

∂
ϕ∂

+
∂
ϕ∂

ϕ
   

 (6) 

whose solutions are  

raecC −=ϕ22
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11 rCaCZ −−−=  

1C being a constant of integration. 

Introducing the dimensionless quantities 

,
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a
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and solving the Reynolds equation (4) using Equations (3) and 
(5) in view of the boundary conditions  

,0)1( =P  
2
*μ

−=
dR
dP

 when 0=R    (8) 

(which physically mean that the pressure vanishes on the 
boundary of the bearing and that there is a radial flow from the 
axis due to magnetization), the dimensionless pressure and load 
carrying capacity obtained  respectively form  
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3. RESULTS AND DISCUSSIONS 

Expressions for dimensionless pressure P and load carrying 
capacity W are presented in equation (9) and (10) respectively. 
From these two expressions it is clearly seen that the pressure 
increases by  

)1(
2
* R−

μ
 

while the increase in load carrying capacity is  

12
*μ

 

as compared to the case of conventional lubricant. 

 Figures 2-3 present the variation of load carrying 
capacity with respect to the magnetization parameter for various 
values of the upper plate’s curvature parameter and lower plate’s 
curvature parameter respectively. It is clearly seen that the load 
carrying capacity increases significantly with increasing values 
of magnetization parameter. In Figures 3-4 once can visualize the 
effect of the curvature parameters on the load carrying capacity. 
The upper plate’s curvature parameter increases the load carrying 
capacity while the lower plate’s curvature parameter decreases 
the load carrying capacity. Further, the negative curvature of the 
lower plate tends to increase the load carrying capacity. Besides, 
the effect of *μ  is negligible up to the value 0.01. Further the 
symmetric distribution is with respect to lower plate curvature 
parameter(Figure 4). 

 4. CONCLUSION 

            This article reveals that the performance of the bearing 
system can be improved considerably by choosing the 
magnetization parameter and curvature parameters of both the 
plates suitably. 
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Figure: 1 Configuration of the bearing system. 

 

Figure: 2 Load carrying capacity with respect to *μ  and B 

 

Figure: 3 Load carrying capacity with respect to *μ  and C 
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Figure: 4 Load carrying capacity with respect to C and B 
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ABSTRACT 

This review paper deals with the design and 
working of “Solar Powered Seed Sprayer”. The 
solar seed sprayer is mainly use for agricultural 
purpose. It works under non-conventional energy 
which is the ultimate source for all living beings. 
The solar energy is converted into electrical with 
the help of solar cells. The converted electrical 
energy is completely stored in the battery and 
utilized to run a D.C. motor. Different kind of 
seeds can be sowed using this sprayer unit which 
also includes spraying solid substances and 
powder particles. It can be operated by a single 
person and is capable of covering an area of 6 
hectares land in a single day. 

Key words: Solar seed sprayers, solar cell, lead acid 
battery, D.C. motor and hopper. 

INTRODUCTION 

It is often said that food, clothing and shelter are the 
three basic needs of man kind. All the above three 
are based on agriculture. Agriculture is known to our 
people for thousands of years. But still our farmers in 
the villages are using only old-age technology. The 
population in our country has increased at least 3 
times since our independence. The agricultural land 
has diminished in size and these lands have been 
diverted for industrial and domestic purposes. 

For improving the productivity of our agricultural 
lands, it is stressed that they might employ high 
technology in every activity. Hence it will be in the 
fitness of things to design a device which can be 
operated annually. Therefore the idea of solar 

powered seed sprayer becomes very helpful. 
Agriculture starts with sowing of seeds and fertilizers  

 

and this particular activity have to carry out several 
times.  

Hence if manually operated sprayer is designed it 
will prove to be a small but very effective step for 
achieving a high potential in growth.  

• Solar Energy – A Boon to Mankind. 

Solar radiation is among the promising new 
source of energy. India receivers annually over 60 x 
1000 MWH of solar radiations with a span of 3000 – 
3200 hrs. in Rajasthan, Gujarat, West of Madhya 
Pradesh and North of Maharashtra. Also around 2600 
– 2800 hrs in the rest of the country excepting 
Kerala, Assam and Kashmir. Energy from the sun 
can be utilized in multi-various ways. It can be 
tapped directly from solar radiation in the form of 
thermal, thermodynamic and photo voltaic energy 
and indirectly through other related sources like 
wind, hydro power and ocean energy available on the 
planet Earth. The contribution of these sources in the 
total consumption of energy in the world is about 15 
% only. 

Traditionally, the utilization of solar energy has 
been confined to drying of agricultural products such 
as grains, maize, paddy, ginger, cashew, pepper, 
tobacco, fish and food drying. Its commercial 
application has been limited to production of 
common salt and other marine chemicals like potash, 
cromide and magnesium salts. 
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CONCLUSION 

Today as we are facing the problems of the 
Global Warming, the concept of the Solar operated 
Seed Sprayer givers a good alternative for future use. 
Also this device is much useful in the agricultural 
countries like India. This device is simple and can be 
easily operated. Also the results have proved that the 
working of this sprayer is quite satisfactory for most 
of the seeds and fertilizers to be sprayed very 
frequently. Moreover the device can also me 
modified as per the requirements of the demand by 
changing the motor and battery capacity. Further 
developments can also be done in the design of the 
seed sprayer for increasing the efficiency of the 
sprayer. 
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ABSTRACT  

 
Many industrial applications use combination of Flow system 
and turbomachine to maintain required fluid flow rate. In these 
applications power consumption can be minimized by selecting 
appropriate turbomachine. In this paper, two Flow Systems are 
tested and potential uses of test results for prediction of Flow 
system characteristics and in selection of appropriate 
turbomachine are discussed. 
 
Introduction 
Power consuming fluid machines like pump, blower and fans are 
required to maintain flow through pipeline, duct or device. Here 
system made up by using pipeline, fittings and devices is known 
as Flow system and it is fitted externally with fluid machine.  
 
CHARACTERISTICS OF FLOW SYSTEM 
AND OPERATING POINT:  
 
When fluid flows through the Flow system, head loss takes 
place. The head loss of the Flow system is there due to head loss 
given by all components of the Flow system. Head loss given by 
Flow system is also known as its resistance and for given Flow 
system it depends upon the flowrate through the system. The 
relationship between flowrate and resistance of Flow system is 
known as characteristic of flow system[1].  
 
Characteristic of given Flow system can be obtained either 
analytically or by experimental method. Analytical method is 
used for simple duct-like system only, while experimental 
method is used for Flow systems having more complexity. In 
experimental method, head loss of the Flow system is calculated 
by using measured values head at inlet and outlet of the Flow 
system at different flowrates. As resistance of Flow system is  
proportional to square of flowrate, system characteristic curve 
will be parabolic.(Fig.1)  
 
When flow system is connected with any power consuming 
turbomachine, pressure developed by turbomachine should be 
same as pressure drop of the flow system. This condition is 
satisfied at Operating point of machine-system combination. Thus 
operating point is point of intersection of Flow system 
characteristic and turbomachine characteristic(Fig.1).  

 
 
 
Operating point of the machine-system combination may or may 
not coincide with best efficiency point(b e p).When appropriate 
turbomachine is selected, Operating point will coincide with b e p 
and tubomachine will consume minimum power while 
maintaining required flowrate[2]. 
 
 
EXPERIMENTAL SET UP AND RESULTS:  
 
The tests were carried out on a Flow system comprising of 
pipeline, valve and nozzle. Flow system was fitted at blower 
outlet and flowrate through the Flow system was varied by partial 
closing of blower inlet in steps. Total head at Flow system inlet 
and that at Flow system outlet were measured by Prandtl's pitot 
tube at different flowrates. From the observations resistance of the 
flow system and flowrate were calculated to obtain Flow system 
characteristic. Different openings of valve give different flow 
systems and two such Flow systems were tested. Fig.2 shows 
experimental results graphically. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
 
 
 
 
 
 
 
 
 
 
 



 
DISCUSSION AND CONCLUSION:  
 
When different Flow systems are obtained by different valve 
openings, experimental testing can be replaced by suitable 
method of prediction also. The results obtained here are useful to 
find accuracy of predicted results.  
 
Characteristics of Flow systems shown in Fig.2 are useful to 
select appropriate  
turbomachine to maintain required flowrate. Steps of selection 
procedure will be as  
below:  
(1)Obtain system characteristic curve of given Flow system 
experimentally.  
(2)Considering the application, find required value of flowrate 
(Q1), e.g. for air  
-conditioning application, cooling requirement gives necessary air 
flowrate.  
(3)Find resistance (R1) corresponding to flowrate (Q1) from 
system characteristic  . 
Curve.(Fig.1)  
(4)Select the turbomachine, which has flowrate of Q1 m3/s and 
head equal to R1 m at  
Design point of turbomachine..  
 
REFRENCES  
[1] Essentials of Engineering Fluid Mechanics, Fourth Edition, 
pp.493-495.  
Reuben M. Olson.  
[2] Introduction to Fluid Mechanics, Fifth Edition, pp.531-540  
Robert W. Fox and Alen T. McDonald. 
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Research Methods 
 
Research is another word for gathering of information.  The 
more information we have the closer we get of making our own 
decision.  Research is the result of advancing knowledge created 
in the past. There are people from all walks of life that contribute 
to gathered information.  These are ordinary people and 
extraordinary people. They include teachers, students, scientists, 
professors, scholars, business owners, librarians, book keepers, 
writers, politicians and many more unknown out there.   
 
Research is designed to solve a particular existing problem so there is a much larger audience 
eager to support research that is likely to be profitable or solve problems of immediate 
concern.  We also must understand how research impacts our decision making.  Most people 
make decisions without gathered information to back them up.  Only few do. Research 
requires time, effort, and sometimes money to have the evidence you need to make a sound 
decision that's why many avoid it.  The research you do and evidence you gathered will have 
impact on your future.  Be advised, considered the risks or consequences of making an 
important decision with inadequate evidence. 
 
In conclusion research is very vital to our everyday decision making.  It arms you from 
wrong information and save time and money.  It is important to your success as you take on 
life's challenges and career decisions making.  But be careful though, because too much 
research without action on what you’re learning is not good either.  The question is how 
much information is enough?  How much information can you afford?  Research plus action 
will most likely guarantee a successful research. 
 
There are five fundamental research methods viz. (1) Experimental methods (2) Correlations 
(3) Naturalistic observation (4) Survey and (5) Case Study. 
 
Experimental Methods: This method is one in which a researcher manipulates a variable 
(anything that can vary) under highly controlled conditions to see if this produces (causes) any 
changes in a second variable. The variable, or variables, that the researcher manipulates is called the 
independent variable while the second variable, the one measured for changes, is called the 
dependent variable. Independent variables are sometimes referred to as antecedent (preceding) 
conditions. All scientific disciplines use this method because they are interested in understanding 
the laws (cause-and-effect relationships) of nature. The power of the experimental method derives 
from the fact that it allows researchers to detect cause-and-effect relationships.  
 
In order to see cause-and-effect relationships the researcher must be sure that his 
manipulations (the independent variable) are the only variables having an effect on the 
dependent variable. He does this by holding all other variables, variables that might also 
affect the dependent variable, constant (equivalent, the same). Only by this highly controlled 
procedure can the researcher be sure that the observed changes in the dependent variable 
were in fact caused by his manipulations. Experimental studies, therefore, are used when the 
researcher is interested in determining cause-and-effect relationships. Also, this method can 
be used when it is appropriate, both practically and ethically, to manipulate the variables.  
 



 
However, a major limitation is that this method can only be used when it is practical and 
ethical for the researcher to manipulate the antecedent conditions.  A second limitation to this 
method is that experimental studies are usually done in the highly controlled setting of the 
laboratory. These conditions are artificial and may not reflect what really happens in the less 
controlled and infinitely more complex real world.  
 
Correlations: Correlation is classified as a non-experimental, descriptive method. The reason 
for that is because variables are not directly manipulated as they are in the experimental 
method. Although correlation is often described as a method of research in its own right, it is 
really more of a mathematical technique for summarizing data, it is a statistical tool.  A co-
relational study is one designed to determine the degree and direction of relationship between 
two or more variables or measures of behavior.  
 
The strength of this method lies in the fact that it can be used to determine if there is a 
relationship between two variables without having to directly manipulate those variables. In 
other words, correlation can be used when the experimental method cannot; correlation can 
be used when it is impractical and/or unethical to manipulate the variables.  Correlation also 
can be used as a basis for prediction.  
 
The greatest limitation of correlation is that it does not tell researchers whether or not the 
relationship is causal.  In other words, correlation does not prove causation. It only shows that 
two variables are related in a systematic way, but it does not prove nor disprove that the 
relationship is a cause-and-effect relationship. Only the experimental method can do that.  
 
Naturalistic observation: The naturalistic observation is a type of study classified under the 
broader category of field studies; non-experimental approaches used in the field or in real-life 
settings. In the naturalistic observation method the researcher very carefully observes and 
records some behavior or phenomenon, sometimes over a prolonged period, in its natural 
setting. The subjects or phenomena are not directly interfered with in any way. In the social 
sciences this usually involves observing humans or animals as they go about their activities in 
real life settings. In the natural sciences this may involve observing an animal or groups of 
animals or some physical phenomena, such as the eruption of a volcano.  
 
The major strength of this method is that it allows researchers to observe behavior in the 
setting in which it normally occurs rather than the artificial and limited setting of the 
laboratory. Further uses might include studying nature for its own sake or using nature to 
validate some laboratory finding or theoretical concept. 
 
One of the limitations is that this is a descriptive method, not an explanatory one.  That is, 
without the controlled conditions of the laboratory, conclusions about cause-and-effect 
relationships cannot be drawn. Behavior can only be described, not explained.  This method 
can also take a great amount of time.  Researchers may have to wait for some time to observe 
the behavior or phenomenon of interest. Further limitations include the difficulty of 
observing behavior without disrupting it and the difficulty of coding results in a manner 
appropriate for statistical analysis.  
 
 



 
Survey: The survey, another type of non experimental, descriptive study, does not involve 
direct observation by a researcher. Rather, inferences about behavior are made from data 
collected via interviews or questionnaires. Interviews or questionnaires commonly include an 
assortment of forced-choice questions (e.g. True-False) or open-ended questions (e.g. short 
answer essay) to which subjects are asked to respond.  This sort of data collection is 
sometimes referred to as a self-report. Surveys are particularly useful when researchers are 
interested in collecting data on aspects of behavior that are difficult to observe directly and 
when it is desirable to sample a large number of subjects.  Surveys are used extensively in the 
social and natural sciences to assess attitudes and opinions on a variety of subjects.  
 
The major limitation of the survey method is that it relies on a self-report method of data 
collection. Intentional deception, poor memory, or misunderstanding of the question can all 
contribute to inaccuracies in the data.  Furthermore, this method is descriptive, not 
explanatory, and, therefore, cannot offer any insights into cause-and-effect relationships. 
 
Case study: This method is also a non-experimental, descriptive type of study. It involves an 
in-depth descriptive record, kept by an outside observer, of an individual or group of 
individuals.  This often involves collecting and examining various observations and records 
of an individual's experiences and/or behaviors. Typical data collected might include 
biographical data, medical records, family history, observations, interviews, and the results of 
various psychological tests.  
 
Case studies are particularly useful when researchers want to get a detailed contextual view 
of an individual's life or of a particular phenomenon. Case studies are also useful when 
researchers cannot, for practical or ethical reasons, do experimental studies.  
 
This is a descriptive method, not an explanatory one. That is, without the controlled 
conditions of the laboratory, conclusions about cause-and-effect relationships cannot be 
drawn. Behavior can only be described, not explained. Case studies also involve only a single 
individual or just a few and therefore may not be representative of the general group or 
population. Also, much of the information collected is retrospective data, recollections of past 
events, and is therefore subject to the problems inherent to memory. 
 
 
 
Dr N M Bhatt 
Principal 
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ABSTRACT-:Deflection theory is the basic theory of cable 

and stiffening girder suspension bridges. Geometric 

nonlinearity of suspension bridges due to dead load is taken 

in to account in this theory. Geometrical changes are having 

significant effects in suspension bridges, so it cannot be 

neglected in preliminary analysis of suspension bridges. 

Series method is a new method for the deterministic 

aerostatic stability analysis of suspension bridges. The 

geometric nonlinearity in the deflection theory and the three 

components of displacement-dependent wind loads are taken 

into account in the method. A computer program for 

calculating change in various geometric parameters of 

stiffened suspension bridges is developed using HTML. 

Again another computer program for finding a critical wind 

velocity of suspension bridges was developed using 

MATLAB. 

KEY WORDS 

Aerostatic Stability, Suspension Bridge, Nonlinearity, 

Displacement Dependent Wind Load 

1. INTRODUCTION 

The basic design of a suspension bridge has been in use for 

centuries: thousands of years ago, people crossed waterways 

and chasms by swinging hand over hand on suspended cables. 

Later, walkways were hung from the cables to make the 

process easier, and the original vines and ropes began to be 

replaced with chains. Major bridges were still built using a 

truss design until 1808, when an American inventor named 

James Finley filed a patent on an early version of a suspension 

bridge. Finley's design involved stretching two strong chains 

over the top of several towers and anchoring them on either 

side of the bridge. He hung lesser chains from the two master 

chains and used them to suspend a rigid deck, and the modern 

incarnation of the suspension bridge was born. 

A suspension bridge is a type of bridge which is built by 

suspending the roadway from cables attached to a master cable 

which runs above the length of the bridge. In addition to being 

strong and lightweight, suspension bridges are also beautiful, 

and some of the most famous bridges in the world are also 

suspension bridges, including San Francisco's iconic Golden 

Gate Bridge and New York's Brooklyn Bridge. The design of a 

suspension bridge is simple and straightforward, and takes 

advantage of several techniques to distribute the weight of the 

bridge safely and evenly. 

Suspension Bridges have received more attention due to their 

ability to cover the large spans. For bridging the long and 

unsupported spans, the Suspension Bridges present the most 

elegant and efficient structural solution. And hence, they are 

increasingly being constructed all over the world. Thus, there 

is a need for developing a comprehensive understanding about 

the detailed behavior of these bridges. Also, they are one of the 

costliest civil engineering projects, and hence necessitate much 

attention while its analysis and structural design stage. 

Therefore, it is imperative that a reliable analysis should be 

available. With the increasing central span length of 

suspension bridges, it becomes especially important to 

understand the aerostatic behavior of suspension bridges.  

2. THEORY OF STIFFENED SUSPENSION BRIDGES 

& VERIFICATION 

In the theory of cable and stiffening girder systems the 

geometrical relations between the positions and dimensions of 

a given element of the cable in the initial and deflected 

configuration is taken in to account. As shown in Fig. 1 an 

element of cable length is defined by cd subtends a length ab 

when not deflected. After deflection the point c and d move to 

new position c’ and the length c’d’ is in general not equal to 

cd. The vertical deflection of c is denoted by η and the lateral 

shift of the same point is ξ.  The suspenders which connect cd 

to ef in the initial configuration, are attached to c’d’ in the 

deflected position since c’ and d’ are the new positions of c 

and d. The deflection of the girder at e is denoted by ν and is 

equal to the sum of η and changes due to the suspenders.  
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3. AEROSTATIC ANALYSIS 

Bridges  are  frequently  built  on  exposed sites  and  are  

subject  to  severe  wind conditions.  Aerostatic  loads  on  

bridge superstructures  depend  on  the  type  of bridge,  such  

as  slab-stringer,  truss,  arch, cable-stayed,  or  suspension.  

Other parameters  that affect aerostatic  loads on bridge  

superstructures  are  the  wind velocity,  angle  of  attack,  the  

size  and shape  of  the  bridge,  the  terrain,  and  the gust  

characteristics.  Aerostatic loads form a major component of 

lateral loads that act on all structure. In general,  they  are  a  

component  of  the  so called  environmental  loads  to  which  

all structures  are  subjected.  Because of the long spans, 

suspension bridges have become increasingly sensitive to 

aerostatic instability.  On  the  other  hand, experimental  

observations  suggest  that the  aerostatic  instability  of  long-

span bridges  (suspension  bridges  and  cable-stayed bridges) 

can occur under the action of  static  aerostatic  loads.  

Therefore, the aerostatic stability analysis of long span 

suspension bridges under the aerostatic loads is of considerable 

importance. 

4. DETERMINISTIC AEROSTATIC STABILITY 

ANALYSIS OF SUSPENSION BRIDGES 

A series method is proposed by Jin Cheng, Jian-Jing Jiang, Ru-

Cheng Xiao [10] to overcome drawbacks of existing 

deterministic methods for aerostatic stability analysis of 

suspension bridges. Series method is also proposed to 

investigate the aerostatic stability of suspension bridges using a 

hybrid method, consisting of the series method and direct 

Monte Carlo simulation. Presented series method contains the 

following characteristics: 

1. The series method considers both three components of 

displacement-dependent wind loads and geometric 

nonlinearity of structure in the deflection theory of 

suspension bridges. 

2. The following derivation of formula is based on the 

deflection theory of suspension bridges. 

This is mainly because this theory can, to a certain extent 

account for the geometric nonlinearity of structure (the 

stiffening effect of the tension force in the cable). This 

conclusion has been demonstrated by the fact that the majority 

of the existing long span suspension bridges were correctly 

designed using the deflection theory before the computer era. 

5. ASSUMPTIONS MADE IN THEORY 

In the above theory, the following assumptions are made: 

1. Hanger is densely distributed along the bridge length 

direction; 

2. The stretching of hangers under wind loads is ignored; 

3. Changes of critical wind velocity caused by longitudinal 

deformation and lateral deflection of  stiffened girder are 

ignored; 



4. Configuration of cable during on completion is quadratic 

parabola; stress of stiffened girder due to dead load is 

ignored and 

5. Under the action of drag force of displacement-dependent 

wind loads, the load transferred to the stiffened girder 

from cables is assumed to be isosceles triangle 

distribution.         

6. SERIES METHOD 

The series method is a two-step process: the calculation of 

deflection response under the displacement-dependent wind 

loads and the calculation of the critical wind velocity. The 

response under the displacement-dependent wind loads is 

calculated from Fourier series. The critical wind velocity is 

calculated by means of an iterative method. It is found that a 

small number of iteration cycles and Fourier coefficients are 

sufficient enough for convergence. The series method is suit-

able for single-span suspension bridges. 

7. Three components of wind loads 

The three components of wind load are drag force, lift force 

and pitch moment. Consider a section of bridge deck in a 

smooth flow, as shown in Fig. 2. Assuming that under the 

effect of the mean wind velocity V with the angle of incidence 

α0, the torsional displacement of deck is θ. Then the effective 

wind angle of attack is α = α0 + θ. The components of wind 

forces per unit span acting on the deformed deck can be written 

in wind axes as: 

Drag force: Fv(α) =  0.5 ρ V2  Cy(α ) D   

                     (7) 

Lift force: Fz(α) = 0.5 ρ V2 Cz(α ) D   

                     (8) 

Pitch moment: M(α) = 0.5 ρ V2 Cm(α ) B2   

                     (9) 

 

Fig 2: THREE COMPONENTS OF WIND LOADS 

IN DIFFERENT AXES 

8. SOLUTION PROCEDURE 

1. Calculate the initial horizontal component of cable tension 

owing to dead loads of cables, hangers and stiffened girder 

from 

 

2

8
qlHo

f
=

 
2. Give an initial wind velocity V  

3. Initialize the iteration counter i = 1. 

4. If  i = 1, the coefficient bri = 0, Hpi = 0, and Hi = H0 in 

Eq. (13). 

5. Determine the coefficient ari by substituting bri, Hpi and 

Hi into Eq. (13). 

6. Calculate the vertical displacement of stiffened girder, 

η(x), from (10). 

7. Set i= i+1. 

8. Substitute η(x) into (9), and the new value of Hpi is 

determined. 

9. Let Hi= Ho+ Hpi 

10. Substitute Hi into (7), and the coefficient br is determined. 

11. Calculate the torsional displacement of stiffened girder, 

α(x), and the vertical displacement of stiffened girder, 

η(x), and the lateral displacement of stiffened girder, u(x), 

from (4), (10), (18) and (19), respectively. 

12. Check the convergence value ε1 using 
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13. If ε1 > ε1max, go to step 5. If ε1< ε1max, continue. 

14. Check the convergence using 

15. Check if 
iH  has a negative value.  

16. If Hi is a positive value, update the wind velocity V using 

17. V= V + ΔV     

18. Where V is the incremental wind velocity, go to step 2;  

19. Otherwise, STOP (end of calculation). 

The flowchart for the same is as shown in Fig. 3. 

 

 

 

 m (t/m) E(MPa) γ 

Steel box girder 18.33 210000.0 0.3 

Cable 2.397 200000.0 - 

Hanger 0.172 160000.0 - 



 

 

 

 

 

 

 

 

 

    

 

 

 

 

  

 

 

 

 

Fig 3: FLOW CHART FOR SOLUTION PROCEDURE 

9. VERIFICATION EXAMPLE 

The Hu Men suspension bridge in China was chosen for 

verification example. The general configurations of the bridge, 

shown in Fig. 5.03, are summarized as follows: a suspension 

bridge of main span 888 m; portal frame shape towers with 150 

m height; closed-box deck with 3.012 m depth and 35.6 m 

width; width between center lines of cables is 33 m; the 

spacing between the two hangers is 12.0 m. section material 

and geometrical features of the main member are indicated in 

Table 1. 

Table 1: SECTION GEOMETRICAL AND  

MATERIAL FEATURES 

 

The three components of the displacement-dependent wind 

loads were only considered for the bridge deck while for the 

cables only the initial drag force was considered. The angle of 

incidence α0= 0 is taken. The coefficients (e1, e2, c1, c2) are 

given by e 1 = 0.00877, e2 = 0.01838, c1 =0.02462, c2 = 0.0789. 

Sag of the cable is 143 m. Drag force acting on the towers was 

not considered. 

Comparison of different methods result for critical wind 

velocity is shown in table 4.02. From this table it can be seen 

that presented series method result using matlab-7.0 is nearly 

equal to paper result. And quite satisfactory result in the 

prediction of critical wind velocity can be obtained by using 

MATLAB program. And <5% difference with respect to 

accurate critical wind velocity calculated by different methods 

as shown in Table 2.  

Fig 4 shows horizontal tension in cable vs. wind velocity. 

From this fig it can be seen that horizontal tension in cable 

decreases with increase in wind velocity. And for a particular 

wind velocity it gives negative value. It indicates critical wind 

velocity, which may causes instability in suspension bridge. 

Table 2: RESULT COMPARISON FOR CRITICAL 

WIND VELOCITY 

 PAPER RESULT MATLA

B-7.0 

RESULT 

NFE

M 

LINEAR 

METHO

D 

SERIES 

METHO

D 

SERIES 

METHO

D 

Critical 

Wind 

Velocit

y (m/s) 

120.0 136.0 125.0 123.0 

 

 
Fig 4: HORIZONTAL TENSION VS. WIND VELOCITY 

Calculate Ho (Eq 20)

i =1, br
i
=0 , Hp

i =0 , Hi =Ho

i=1, nstep

Set V

Calculate Hp
i  (Eq 9)

Set i = i+1

Determine ar
i (Eq 13)

Calculate α(x) (Eq 4)

Determine br
i (Eq 7)

Convergence? (step 14) 

Convergence? (step 12)

V=
V+

ΔV

Start 

Stop 

NO

YES



10. Conclusions 

From this work following conclusions can be drawn: 

1. Series method gives very precise results compared to 

NFEM and linear method, the difference is @ <5% with 

respect to accurate critical wind velocity. Hence, series 

method is suggested for higher spans. 

2. The results show that the developed program is accurate, 

practical, and computationally efficient. 

3. By using series method, the problem of aerostatic analysis 

is greatly simplified, thus saving of computation time 

significantly. 

4. Vertical deflection and lateral shift of main cable element 

is having significant effect in deflected configuration of 

stiffened suspension bridges. 

5. To determine longitudinal movement of the girder, due to 

the inclination of the suspenders it is necessary to know 

the forces in the suspenders. 

6. Salient feature of HTML program is, it can simulate 

deflected shape of a cable element at various distances 

from tower. 
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Clustering 
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Abstract— An ad hoe network is a fast deployable self 
configuring wireless network characterized by node 
mobility, dynamic topology structure, unreliable media 
and limited power supply. Nodes in an ad hoc network 
must cooperate and carry out a distributed routing 
protocol in order to make multi-hop communications 
possible. On Demand Routing is one of the most popular 
routing styles in ad hoc networks. In On Demand 
Routing, "flooding" Is used to find a feasible route from 
source to destination. The function of flooding is to 
deliver a packet from one source to every other node in 
the system. Conventional flooding can be very costly in 
On Demand networks in terms of network throughput 
efficiency as well as node energy consumption. The main 
reason is that the same packet is rebroadcast 
unnecessarily several times (redundant rebroadcast). 
Indeed, the penalty of redundant rebroadcast increases 
when the size of network grows and the density of 
network increases. In this paper we introduce a novel 
clustering scheme, call Passive Clustering that can reduce 
the redundant rebroadcast effect in flooding.  

 

Keywords-Flooding, Passive Computing 

I. FLOODING IN COMPUTER NETWORKS 
Flooding is a packet dissemination procedure by which every 
incoming packet at a node is sent out on every outgoing link 
except the one it arrived on. In a wireless environment, the 
physical exclusion of the arriving link is impossible. Since 
the media is broadcast, a single relay of a flooding packet 
fulfils the task if the broadcasting is successful, i.e., all 
neighbors receive the packet. Unfortunately, some of the 
neighbors may not receive the packet due to many reasons 
including noise, receivers' status, mobility, collision etc. 
Since every neighbor that has received the packet will 
rebroadcast it, flooding can generate an infinite number of 
duplicate packets if there is no control mechanism. One of 
the mechanisms for prohibiting infinite duplication is 
tracking flooding packets. Duplicates are detected (from a 
unique source identifier and a sequence number, for 
example) by each receiving node and are immediately 
discarded in order to avoid endless looping. Another control 
mechanism is Time-to-Live (TTL). A flooding packet carries 

a TTL field which represents the maximum hop that the 
packet can traverse. Upon reception of a flooding packet, the 
receiving node checks the TTL field and determines whether 
the packet will be rebroadcasted (after decreasing TTL) or 
dropped. Path logging in a flooding packet can also be a 
controlling mechanism. By carrying a list of nodes that a 
flooding packet has visited, a node can easily avoid looping 
by examining its ID in the list. If there is a match, the node 
drops the "returning" packet. In spite of the control 
mechanisms listed above, flooding generates replicated 
packet arrivals to each node; namely, one replica for each 
neighbor. Thus, flooding overhead corresponding to 
replicated, redundant packets increases with connectivity. 
Flood search is the capstone of all on-demand rough and 
multicast protocols. These protocols need to find a path on 
demand. Since one generally assumes that there is no 
underlying routing or relative geographical positioning 
infrastructure that can guide the packet to destination, a path 
search query must be flooded to the entire network, or at least 
through a certain section (scope) of it. Once the path search 
query packet reaches a destination by flooding, the 
destination can report a path to the source as a reverse path 
through which the search packet came. Or the destination can 
report the path to the source with another flooding in case 
there are asymmetric finks. AODV (Ad hoc On-demand 
Distance Vector routing [1]), for example, uses seeped 
flooding to find a route. By tagging "Time To Live (TTL)" 
on each Route-Request flooding packet, a source gradually 
enlarges flood search diameters. On the other hand, DSR 
depends on complete flooding to the entire network if a 
source cannot find a path to destination in a single hop. If the 
communication patterns are "local", scoped flooding is 
effective. On the other hand, if destinations typically many 
hops away, it would be wasteful to run the incremental 
scoped flooding. 

II. EFFICIENT FLOODING 
Generally speaking, flooding in ad hoc networks is used to 
find a feasible  route to a destination or to advertise routing 
information. If the network is dense, it is not necessary for 
every node to relay the flood search packet. In fact, it may 
suffice to use only a subset of nodes as relays. There are 
many ways to reduce the number of forwarding participants. 
All of the approaches concern selecting the dominant set, i.e., 



a minimal subset of forwarding nodes which is sufficient to 
deliver the flooding packet to every other node in the system. 
There are two basic approaches for selecting the dominant 
set: without and with a clustering structure. The first 
approach (no clustering) includes the building of a source 
tree with the maximal number of leaf nodes and the building 
of a well covered mesh [6,7]. By excluding leaf nodes from 
forwarding participation, the method can improve flooding 
efficiency. To build such source tree, two hop connectivity 
information is necessary. To collect the required information, 
at least two complete floorings from a source are necessary. 
The first flooding (which can be replaced with well-
coordinated hello messages) is to learn the one-hop 
neighbors. The second flooding is to report the direct (one-
hop) neighbor lists. By collecting the complete neighbor lists 
of all of its neighbors, a node can construct the two-hop 
connectivity, i.e., the list of nodes that are two hops away. 
From this fist, each node selects the minimum set of one-hop 
neighbors which cover all the downstream two-hop 
neighbors. This problem can be reduced to the well-known 
"set-cover" problem (NP-complete). Starting from a source 
and applying this procedure recursively one generates the 
non-leaf nodes of a minimal flooding tree. Span  and GAF  
build their dominant set as a well-covered mesh. Span selects 
nodes that are potentially on critical paths as coordinators, 
i.e. members of a dominant set. GAF partitions the region 
with a grid such that any nodes in neighboring cells can 
communicate each other; one node per cell is selected to 
form the dominant set. The complexity of the selection 
algorithm in this category is dependent on the number of 
neighbors (except for GAF which requires GPS information 
instead). In other words, complete neighbor list knowledge is 
always the assumption. Note that the neighbor-learning 
procedure is not trivial in ad hoc networks and it involves 
substantial overhead with high node density and mobility. 
The second  approach is based on a two-hop clustering 
structure. To illustrate this concept., let us consider the n 
node example in Figure 1. Let r be a transmission range, and 
the size of the roaming space be .((k/√2)r)* ((k/√2)r) where k 
is an even number (Figure 1 depicts the case of k = 6 ). There 
are n nodes in the square, but in the figure we only show the 
nodes at coordinates ((a/√2)r, .((a/√2)r)) where either a or b 
is an integer smaller than k. This  "selection" of nodes is 
known as "two hop clustering.", ie, any two nodes in a cluster 
are separated by at most two hops. The nodes at the center of 
the circles are "cluster heads" and the light-shaded nodes in 
between are "gateways." Clearly, such nodes represent a 
connected set. They are in fact the dominant set  required to 
forward the flood packets. Without the cluster overlay shown 
in Figure 1, each flood packet is relayed exactly n-1 times, as 
each node must rebroadcast the packet once. On the other 
hand,  

 (k-1)*k/2+k/2(k/2-1)=(k*(3*k-4))/4  

broadcasts suffice if only cluster heads and gateways forward 
the packet. Note that in the cluster restricted forwarding, 
ALL nodes still receive the flood packet. The flooding 
reduction is thus ((k*(3*k-4))/4)/(n—I) In case of n = 100 

and k=6, the number of broadcasts required in the cluster is 
21 instead of 99. In other words, 78.8% of transmissions can 
be saved. This is not even a very dense network (each node 
has about 12 neighbors). As we increase the number of nodes 
in the system (and therefore the density), the clustering 
structure and thus the broadcast remains the same. As a 
result, the saving increases with the node density, 

 

Figure 1. Selective Gateway Flooding Scenario  

III. CLUSTERING IN AD HOC NETWORKS 
In the previous section we showed that clustering is one of 
the key approaches to flood overhead reduction. In this 
section, we elaborate on this important concept. Clustering in 
wireless ad hoc networks has been  investigated in the past in 
order to enhance network manageability, channel efficiency, 
and energy economy. Moreover, clustering is indispensable 
for hierarchical routing or multicasting[2]. However, the 
clustering schemes proposed so far in the  literature are 
"active". They require a constant refresh rate of cluster-
dependent information, and therefore introduce significant 
background control overhead even if there is no data to send 
in the network. In some applications, for example, covert 
military operations and sensor networks, this periodic control 
traffic is highly undesirable. The penalty introduced by the 
control traffic (eg, exposure to enemy interception, power 
consumption, etc) may offset the benefits offered by 
clustering. Clustering in ad hoc networks can be informally 
defined as grouping of nodes into a  manageable set. Many 
prior research efforts carried out clustering in different ways. 
Such efforts started with the DARPA packet-radio network . 
As a result, the network was dynamically organized into 
clusters similar to the cluster structure shown in fig. 1.  

Several clustering mechanisms have been proposed in the 
literature  The schemes reported in all lead to similar 
structures (overlapping two-hop clusters with cluster heads). 
The schemes in partition the network into disjoint sets of 
clusters. All of these clustering mechanisms assume prior 
knowledge of the full neighbor list, or they periodically 
monitor neighbor information by exchanging explicit control 



packets. This topology learning overhead is significant if the 
number of neighbors is large and the topology is dynamic. 
None of these schemes will work properly with only partial 
neighbor information. An important subclass implements 
two-hop clustering. Two-hop clustering requires that every 
node in a cluster be reached from another node in the same 
cluster with at most two hops. Two-hop cluster is a natural 
clustering structure in ad hoc networks. It only requires direct 
neighbor information and is easy to construct. The cluster 
structure in Figure 1 is an example of a two-hop cluster 
structure. Two-hop clustering has the following properties:  

• There is a cluster head at the center of a cluster, and the 
cluster head can communicate with any node in the cluster 
with a single hop. 

• No cluster heads arc directly linked. 

• Any two nodes in a cluster are at most two hops away. 
Two-hop clustering ends up with a structure similar to the 
cellular system. There are cluster heads at the center of each 
duster (a useful by-product). Nodes belonging to more than 
one  cluster are gateways. The rest of the nodes are ordinary 
nodes. 

A.Limitation of Existing (Active) Clustering Scheme 
Most clustering algorithms in the past have been studied via 
simulation and have used the complete neighborhood 
information. Unlike the simulation environment, accurate 
global information regarding node locations and adjacency 
relations is hard to collect in an actual wireless ad hoc 
network implementation, especially when the node density is 
high. The major difficulties stem from unreliable and limited 
link capacity, and from node mobility. Node locations and 
neighborhood information are key for clustering; 
unfortunately, they do vary in time. Without the help of a 
special node – say "oracle" which can listen or talk to all the 
nodes at the same time - adjacency (neighborhood) 
information can only be collected by exchanging beacons or 
hello messages. In this neighbor learning process, no 
mobility is generally assumed. To ensure the correct 
collection of neighborhood information, existing clustering 
solutions rely on periodic broadcast of the neighbor list. In 
the period of neighbor learning and initial clustering, it is 
essential that there is no mobility for proper convergence. 
The quasi-stationary assumption must hold during the 
adjacency information collecting period, initial clustering, 
and the re-clustering or clustering maintenance  period. If 
there is motion, we may have to deal with stale neighborhood 
information during the neighbor learning period. Moreover, 
mobility causes adjacency relations to change, which in turn 
may trigger re-clustering throughout the network. Other 
drawbacks including isolation (structural disconnection), etc., 
are listed and explained in. 

 

IV. PASSIVE CLUSTERING 
In this section, we introduce a new cluster formation protocol 
that is free  from the periodic overhead and other Imitations 
discussed in the previous section. This novel approach not 
only overcomes many limitations of existing clustering 
mechanisms, but also improves performance and yields new 
features. Here, we present the concept of passive clustering 
and illustrate its operation by example. The proof of its 
correct operation and the detailed description can be found 
in.  

A.Protocol Overivew 
Passive Clustering is a cluster formation protocol that does 
not use dedicated protocol-specific control packets or signals. 
Conventional clustering algorithms[2], as earlier discussed, 
require all of the participating network nodes to advertise 
cluster dependent information repeatedly. Moreover, most  of 
the existing clustering schemes require the execution of a 
separate  clustering phase prior to any network layer activity 
(e.g., routing). With passive clustering, we avoid all the 
above limitations. By monitoring user data packets that 
piggyback some predefined cluster information, we can build 
impromptu "soft state" clusters for mobile wireless networks. 
Thus, the cluster infrastructure can be constructed as a by-
product of user traffic, without any dependency on the 
routing protocol, for example. In passive clustering, each 
node collects neighbor information from the MAC sender 
address carried  by the incoming packets, and can construct 
clusters even without collecting the complete neighbor list. 
This is an innovative approach to clustering which virtually 
eliminates major cluster overheads - the time latency for 
initial clustering construction as well as the communication 
overhead for neighbor information exchanges. Instead of 
using protocol specific signals or packets, cluster status 
information (2 bits for four states: Initial, Cluster head, 
Gateway, and Ordinary-node states) of a sender is stamped in 
a reserved field in the packet header. Sender ID (another key 
piece of information for clustering) is carried by all the 
existing MAC protocols and can be retrieved from the MAC 
header. Since in flooding the MAC packets are transmitted in 
broadcast (instead of unicas0 mode, every node receives and 
reads the packets (in a promiscuous way), and thus 
participates in passive clustering. Note: you cannot perform 
flooding at the MAC layer because you need to detect 
duplicates (reading, for example, flood originator ID number 
which is stored in the packet, not MAC, header). Since 
passive clustering relies on flooding packets, it may as well 
be done at the packet layer. Surprisingly, simulation results 
show that passive clustering can form better clusters than 
conventional clustering schemes based on eight (i.e., ID, 
degree, etc.) information. This is  because passive clustering 
(as used in the support of ad hoc muting schemes) uses 
network traffic that emanates from sources (i.e., the source in 
search of a path). If a cluster structure is constructed by a 
flooding from a single source, the resulting structure is 
completely immune from logical isolation and lack of 
connectivity. Clustering stability and fast convergence time 
are other important properties required of clustering 



algorithms. To improve clustering stability and speed up 
convergence, and most importantly, to avoid the "stationary " 
requirement during the neighbor-learning and clustering 
phase, we developed a new cluster head election rule which 
does not require any weight information. We call this rule 
'first declaration wins." With the first declaration wins rude, a 
node which first claims to be the cluster head remains the 
cluster head and "rules" the rest of nodes in its clustered area 
(radio coverage). There is no waiting period (to make sure all 
the neighbors have been checked) unlike in all the weight-
driven clustering mechanisms. 

B.Operational Description 
When a node is ready to become a cluster head and has 
packets to send, it declare that it is a cluster head by stamping 
its clustering state claim in the packets. Since passive 
clustering does not support explicit control packets or signals 
of its own. a cluster head-ready node must postpone its claim 
until it has outgoing "application" packet level traffic, for 
example, flood search packet traffic. After a successful 
transmission from an aspiring cluster head, every node within 
radio coverage learns the presence of the cluster head by 
monitoring the "cluster" state of the received packets. At this 
point, the neighbors of the cluster head record the cluster 
head information (cluster head ID and the most recent 
transaction time-timestamp) and change their clustering 
states as discussed below. The readiness of being a cluster 
head is determined by network activities as well as by the 
node's clustering state. After a period of inactivity (i.e., no 
incoming or outgoing traffic for longer than the cluster 
timeout period), all the nodes revert to the INITIAL state. 
Only nodes in INITIAL state can be cluster head candidates - 
in other words, two hop is the minimum distance between 
any two cluster heads since all neighbors of a declared cluster 
head exit the INITIAL state. After a cluster head successfully 
asserts its state, it functions as a cluster head. Cluster beads 
collect neighbor information by monitoring the network 
traffic. They are responsible for relaying intra cluster packets. 
A node that hears more than one cluster head becomes a 
GATEWAY. It reverts to ORDINARY node if it does not 
hear from more than one cluster head for a given period. In 
the next section we will describe a slightly modified 
procedure (selective gateway) in which a part of gateways in 
this definition also reverts to ordinary node upon hearing a 
certain number of other gateways. A node that is neither a 
cluster head nor a gateway is an ordinary node. The ordinary 
node does not forward flooding packets. It is precisely this 
forward-suppression mechanism that reduces flood overhead. 
Gateway nodes and cluster heads, on the other hand, will 
keep forwarding the flood packets. Because of the passive 
nature of the collection mechanism, neighbor information is 
kept in soft state and is possibly incomplete. Note here again 
that complete neighbor information is no longer necessary to 
form the  structure. By using timestamps for neighbor 
information, we preserve the freshness of the information. 
Ordinary nodes and gateways keep a list of their cluster 
head(s) in soft states. The time, out period has to be carefully 
chosen based on node mobility and communication pattern. 

Non-cluster head nodes can collect their own cluster head(s) 
information in a passive way. If a received packet is from a 
cluster head (after checking the status information in the 
packet), non-cluster head nodes compare the sender 113 of 
the packet with their own cluster head list and add or refresh 
accordingly. 

 

V. SELECTIVE GATEWAY PASSIVE CLUSTERING 
In typical examples implementing the above basic scheme, 
one quickly discovers that the number of gateways is quite 
significant and is typically larger than that of ordinary nodes. 
Clearly, there is quite a bit of redundancy here, and not all of 
the gateways have to relay the flooding packets. It is 
mandatory to reduce the number of gateways in order to 
achieve efficient flood search packet suppression. Careful 
gateway selection is the natural solution to improving 
flooding  efficiency. To select the strictly minimal set of 
gateways, we would need to collect the cluster head list for 
each gateway, and then choose one gateway for each pair of 
cluster heads. This is another set-cover problem and 
introduces extra communication and computation overhead 
since the procedure requires cluster head list exchanges 
between gateways. In order to avoid the communication and 
computation complexity, we introduce a heuristic solution to 
this problem in the following section. 

A.Gateway Selective Heuristic 
Instead of selecting a single gateway between adjacent 
cluster heads (two-hops away), we developed a heuristic 
algorithm that enables a limited number of gateways, and at 
the same time, preserves adequate connectivity within the 
resulting cluster structure. The selection algorithm provides 
many advantages including on-the-fly flooding improvement, 
redundant connectivity, and higher overall flooding 
efficiency. The heuristics also allows "distributed gateway" 
implementations Every non-cluster head node monitors and 
keeps track of the number of cluster heads (NC) and the 
number of gateways (NG) within range. Whenever a non-
cluster head node hears a packet from a cluster head or a 
gateway, the node becomes a gateway if a • NC + fl > NG, 
where ~t is a coefficient properly chosen based on the desired 
degree of gateway redundancy (a _> O) and ~ is a gateway 
redundancy factor (fl >_ 0). Otherwise, the non-cluster head 
node becomes an ordinary node. The larger the number of 
cluster heads that a node can hear, the higher the chance to 
become a gateway. By manipulating a, ,0, we can control the 
number of gateways in the system. The larger the number of 
gateways, the lower the gain in forwarding overhead 
reduction. On the other hand, if there are too few gateways, 
connectivity may be impaired leading to a poor network 
performance. In this paper, a and ]/are global system 
parameters and are both set to 1. The values of a and p should 
be chosen based on considerations including channel quality, 
noise level, as well as traffic pattern. For that reason, a and p 
can be local parameters, ie, they can be locally adjusted to 
provide better adaptability and flexibility. In dense networks 
where packet collisions abound, higher values of those 



parameters lead to more gateways and better network 
performance by distributing network traffic over more 
gateways. Conversely, in low density we suggest to keep the 
parameters low to discourage multiple gateway creation. By 
introducing these heuristic, passive clustering strikes a good 
balance between cluster heads and gateways and retains only 
a handful of forwarding nodes for flood search no matter how 
high the node density is. The gateway selection procedure is 
fully distributed, and requests only local information. No 
cluster head fist exchange is required.  

B.Flooding Improvent on Fly 
Let us consider the example of single-source flooding from a 
cold start. Every node is in the Initial state, and a source 
broadcasts a Route  Request packet. The immediate 
neighbors of the source receive the packet, and change their 
state to Cluster head-Ready. When one of the neighbors is 
ready to forward the packet, it changes its state to Cluster 
head, and broadcasts the Route Request packet with the 
Cluster head state  assertion. This time, all the nodes 
including the source that receive the relayed Route Request 
packet from that newly proclaimed cluster head are eligible 
m become gateways since they have heard from one cluster 
head, and from no gateways (for simplicity, in this case we 
assume a = 1 and p = 0.) Now, one of the gateways except 
the source may relay the flood search packet. This relay does 
not switch any gateways back to ordinary nodes because they 
still have the number of cluster heads (= 1) which is equal to 
or smaller than the number of gateways (0 or 1). Let us say 
that a second gateway within range of the first declared 
gateway relays the flooding packet. Thereafter, none of 

nodes in the intersection area of those two gateways can 
become a gateway - they turn into ordinary nodes after they 
receive the second flooding packet - their head count for 
cluster head equals 1 but they have already 2 gateways. One 
may notice that there is a chance of critical path loss with these  
heuristics. However, extensive simulation experiments have 
shown that the risk of flood delivery failure to certain areas of 
the network is negligible, even with moderate node density, if 
the coefficient a and the redundancy factor p are properly 
chosen. With additional assistance from the routing protocol, 
we can completely eliminate such "block out" areas. 

C.Properties of Passive Cluster Solution 
It is appropriate at this point to compare and contrast passive 
clustering with traditional, lowest ID active clustering. We 
have already discussed the  impact of the background 
updating procedure and the neighbor list broadcast 
requirements on the control traffic overhead caused by active 
clustering. Here we focus on the structure of the solutions. 
Typically, one finds that the two solutions axe comparable 
(in terms of number and layout of clusters). Major 
differences are: (a) the fact that active clustering is carried 
out independently, in the background and in parallel across 
all nodes in the network, while passive clustering is "on-
demand" and is initiated by a single "source", namely the 
first source that needs to send data. Thus, active clustering 
tends to lead to disconnected islands (which require the 

"distributed gateway" feature- ie gateway to gateway finks to 
reestablish connectivity). Passive clustering does not suffer 
from this problem (albeit it can also be extended to support 
distributed gateways) (b) the fact that passive clustering 
features the "selective gateway" provision. Popular active 
clustering schemes do not include such feature (c) the lowest 
ID feature tends to make the active clustering more sensitive to 
mobility - the cluster head can be more easily challenged by 
newcomers with lower ID Another important issue is the 
suitability of Passive Clustering for Low Energy operations, as 
in battlefield scenarios or sensor network applications. Repeated 
selection of the same subset of clusters and gateways can be 
detrimental to low power operation in that it creates uneven 
energy consumption. In this respect, passive clustering is 
beneficial. In fact it favors even distribution since at each new 
cluster formation round (caused by the arrival of a new user data 
session, say), new clusters and gateways are selected as the 
source changes and/or, even in the case of same source, the 
random timers cause different cluster-heads and gateways to 
assert their role first. In the case of "permanent" traffic pattern 
where the cluster structure tends to persist, a possible remedy is 
to associate the cluster-head and gateway status with a minimum 
energy level requirement. When energy drops below this 
threshold, the role is given up triggering a new election.  

VI. CONCLUSION 
A passive new clustering algorithm for efficient flooding in 
ad hoc  networks. For efficient flooding, we propose to 
superimpose an on demand cluster structure which can be 
quickly  deployed in the "unstructured" ad hoc network, and 
let only non-ordinary nodes (cluster heads, gateways, "initial 
state" nodes) participate in the flooding process. Due to its 
passive nature, passive clustering does not introduce any 
control packets dedicated to the protocol. In other words, it is 
"control overhead free". Thus, it can reduce the cost of flood 
search significantly without producing any line overhead. 
Even better, there is no preparation time or overhead for 
selecting dominant sets. As the results, the number of 
flooding relays can be  significantly reduced even during the 
first flooding. This is the unique feature and strongest 
advantage of the proposed mechanism. It is especially useful 
for ad hoc networks with high mobility. The gateway 
selection scheme is density-adaptive. Its efficiency increases 
linearly with the number of neighbors, ie, with node density. 
Beside assisting with flood reduction, the clustering structure 
offers several other side benefits. In particular, it can be 
beneficial to routing scalability, re, ability and QoS support. 
Passive clustering is a self-sufficient clustering scheme. The 
protocol collects all the 

necessary information itself and does not require costly 
information like global topology knowledge from the lower 
layer. The resulting cluster structure is superior to any 
existing clustering algorithm in terms of stability, mobility 
robustness and connectivity. Passive clustering can build the 
cluster structure with partial neighbor information which, in 
most cases, is the only possible information available in an 
ad hoc network.  
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Abstract:-Artificial Intelligent methods such as Fuzzy Logic 
control and Neural Network control have found high 
applications in most of the nonlinear systems like the electric 
motor drives. These Intelligent controllers can be used for 
any system without requirement of the system mathematical 
model unlike that of the conventional electrical drive control, 
which requires the mathematical model. Due to the usage of 
the FLC and Neural Network control concept, the efficiency, 
reliability & performance of the AC drives increases. This 
paper presents a Fuzzy logic and Neural network based speed 
controller and its design for vector controlled induction 
motor drive. These controllers have been implemented on 3 
phase, 415 V, 5 HP squirrel cage induction motor. Test 
response for the developed schemes are given and discussed 
in detail. 
 
Key words: Induction motor, Vector control, Fuzzy logic, 
Neural Network 
 
1. Introduction: 

 
Induction motors are widely used in industries due to its robust 
construction and low maintenance. Separately excited dc 
drives are simpler in control because independent control of 
flux and torque can be brought about. In contrast, induction 
motors involve a coordinated control of stator current 
magnitude and the phase, making it a complex control. The 
stator flux linkages can be resolved along any frame of 
reference. This requires the position of the flux linkages at 
every instant. Then the control of the ac machine is very 
similar to that of separately excited dc motor. Since this control 
involves field coordinates it is also called field oriented 
control. The requirement of the phase angle of the flux 
linkages in the control process gives the name vector control. 
[1] 
 
Along with industrial progress high performance drives are 
essential. Recent advances in semiconductors, converters and 
new control techniques have great role in this progress. 
Usually classical control requires accurate mathematical model 
of the system and also its performance decreases for nonlinear 
system such as drives. Recently by adapting non linear speed 
control techniques the dynamic performance of electric drives 
can be improved. 

This paper proposes implementation of fuzzy logic and Neural 
Network control scheme applied to model of Induction motor. 
Both the controllers are developed on MATLAB environment. 
The performance of Fuzzy logic controller and Neural 
Network controller is compared with that of classical controller 
in terms of rise time and steady state error. The developed 
control scheme was verified by simulation and the results 
obtained demonstrate the effectiveness of Intelligent 
controllers. 
 
2. Indirect Vector control: 
 
Indirect vector control method is very popular in industrial 
applications. The block diagram of VCIMD is shown in fig.1. 
The motor current is decomposed in two components ids and 
iqs, direct and indirect axis current with respect to 
synchronously rotating reference frame. These current are 
responsible for producing flux and torque respectively. Here 
unit vector signals are generated in feed forward manner. This 
method uses indirect procedure to ensure presence of rotor flux 
in the direct axis. With the help of an intelligent controller, the 
speed error is converted into a torque controlling current 
component iqs, of the stator current. This current component is 
used to regulate the torque along with the slip speed. [1] 
 

 
 
The following equations are necessary to implement vector 
control scheme. 



 

 
3. Fuzzy Logic speed controller Principle and Design: 
 
Basic structure of the fuzzy logic controller to control the 
speed of the induction motor 
consists of 4 important stages: Fuzzification, Knowledge Base, 
Decision-making unit and 
the Defuzzification. [3] 
 

 
 
The design of fuzzy logic controller start with defining 
input/output variables of controller. In this case first input 
variable is speed error e (k) and second is the change in speed 
error _e(k). The output variable of the FLC is the change in the 
torque. 
 
3.1 Fuzzification: 
 
In this stage the crisp variables e(k) and _e(k) are converted 
into fuzzy variables which can be identified by membership 
function. The fuzzification maps the error and change in error 
to linguistic labels of fuzzy sets. The proposed controller uses 
following linguistic labels: 
 
NB (Negative Big), NM (Negative medium), NS (Negative 
small), NVS (Negative very small), 
Z(Zero), PVS (Positive Very Small), PM(Positive Medium), 
PB(Positive Big). 
 

 
 
 
3.2 Knowledge Base and Decision making Unit: 
 
Knowledge base involves defining the rules represented as IF-
THEN rules statements which govern relationship between 
inputs and output variables in terms of membership functions. 
In this stage the input variables are processed by inference 
engine that executes 7x7 rules represented in rule base using 
fuzzy operator (AND,OR). The mapping of the fuzzy inputs 
into the required output is derived with the help of a rule base 
as given in following Table. 
 
Table: 1 Rules of Fuzzy Logic Controller 

 
 
Considering the first rule, it can be interpreted as: IF speed 
error is NB and rate of change of speed error NB, THEN the 
output will be NB. 
 
3.3 Defuzzification: 
 
The output of the decision-making unit is given as input to the 
de-fuzzification unit and the linguistic format of the signal is 
converted back into the numeric form of data. In this paper, the 
center of gravity (COA) or centroids method is used to 
calculate the final fuzzy value _T(k). This 
edeTorque value is used to calculate iqs, which in turn used to 
command the induction motor via 2Φ-3Φ block. 
 
4. Neural Network Controller: 
 
The ANN is an Artificial Intelligent technique which is 
machine like human brain with properties such as learning 
capability and generalization. It is a system of interconnecting 
neurons in a network which work together to form the output 
function. Neuron is a fundamental processing component of a 
neural network.[5] The performance of ANN relies on member 
neurons of network collectively. So that it can still perform its 
overall function even if some of the neurons are not 
functioning. Thus, they are very robust to error failure. It 
required a lot of training to 
understand the model of the plant. To approximate complicated 
nonlinear functions is the basic property of ANN. [6] 
 



 
 
Here, neural network is used to produce torque producing 
component of current iqs. 
The back propagation training algorithm is used for this 
network. The following matlab 
simulation program is developed for this purpose, which train 
the network using the back propagation training method.[8] 
 
Code: 
net=newff(minmax(ip11),[2,1],{'tansig','purelin'},'traingd'); 
net = init(net) 
net.trainParam.show =50; 
net.trainParam.lr = 0.1; 
net.trainParam.epochs =5000; 
net.trainParam.goal = 0.001; 
[net,tr]=train(net,ip11,op11); 
a = sim(net,ip11); 
 

 
 
5. Results and discussion: 
Here fuzzy Logic controller and Neural Network controllers 
are developed. Both of these are constructed into 
MATLAB/SIMULINK environment. Simulation tests were 
carried out on the PI 
controller, FL controller and Neural Network controller. 
Results are comp 
response. 
 
Figure 6 show the comparison of speed response of PI, FLC 
and Neural Network controllers at no load. Rise time of fuzzy 
logic controller is found better compare to conventional PI 
controller. Rise time of neural network controller is less than 
that of fuzzy and PI controller. Both fuzzy and 
neural controller does not find any overshoot. Steady state 
error is within limit for both fuzzy and neural network 
controller. Figure 7 (a), Fuzzy logic controller and Neural 
network controller respectively. 

 
 

 
 

 
 

 
 
Fig.7 Stator current comparison at no load 
 
6. Conclusion: 
 
This paper introduces indirect vector control of induction 
motor using intelligent techniques. It successfully demonstrates 
the application of fuzzy logic and neural network for vector 
controlled induction motor drive. Time response of PI 
controller is compared with fuzzy logic controller and 
neural network controller. Performance of Neural Network 
controller is better in terms of rise time. There is no overshoot 
in both fuzzy controller and Neural network controller. Also 
steady state error is acceptable for both the controller. Here the 
performance and reliability of induction 
motor is found better. 
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Abstract:-SOA and Web Services are two buzzwords in the 
software industry now a days. Most of the people are 
confused about, What they are?. And they don’t know the 
difference, they take them as synonyms. In this paper, we 
clearly show the difference between these two.Also the 
architecture of the Web Services in normal situation and 
architecture for web services based on SOA in terms of 
Mobile Augmented Reality System. 

Introduction : 

Einstein made that famous statement many decades ago, and 
it's still relevant today for building superior software systems. 
Unfortunately, as anyone who has been in the IT industry for 
long can point out, far too many software systems have failed 
Einstein's test. Some are made too simple to carry out the 
duties they are supposed to perform. Others are made too 
complex, and the costs of building and maintaining them have 
rocketed, not to mention the nearly impossible tasks of 
integrating different systems together. It seems that reaching 
the right level of simplicity is more like a dream than reality.  

Loose Coupling: 

We don't have to look far to find the problems. As we build 
more and more software systems, we see similar situations and 
patterns appearing. Naturally, we want to reuse the 
functionality of existing systems rather than building them 
from scratch. A real dependency is a state of affairs in which 
one system depends on the functionality provided by another. 
If the world only contained real dependencies, Einstein's test 
would have been satisfied long time ago. The problem is that 
we also create artificial dependencies along with real 
dependencies. 

If you travel overseas on business, you know that you must 
bring power adapters along with you or your life will be 
miserable. The real dependency is that you need power; the 
artificial dependency is that your plug must fit into the local 
outlet. Looking at all the varying sizes and shapes of those 
plugs from different countries, you would notice that some of 
them are small and compact while many others are big and 
bulky. 

The lesson here is that we cannot remove artificial 
dependencies, but we can reduce them. If the artificial 
dependencies among systems have been reduced, ideally, to 
their minimum, we have achieved loose coupling. In that 
sense, Einstein was just talking about was loose coupling. We 
might rework his famous principle thus: "Artificial 
dependencies should be reduced to the minimum but real 
dependencies should not be altered."  

SOA Defined and Explained 

Now we are able to define a Service Oriented Architecture 
(SOA). SOA is an architectural style whose goal is to achieve 
loose coupling among interacting software agents. A service is 
a unit of work done by a service provider to achieve desired 
end results for a service consumer. Both provider and 
consumer are roles played by software agents on behalf of their 
owners. 

This sounds a bit too abstract, but SOA is actually everywhere. 
Let's look at an example of SOA which is likely to be found in 
your living room. Take a CD for instance. If you want to play 
it, you put your CD into a CD player and the player plays it for 
you. The CD player offers a CD playing service. Which is nice 
because you can replace one CD player with another. You can 
play the same CD on a portable player or on your expensive 
stereo. They both offer the same CD playing service, but the 
quality of service is different. 

The idea of SOA departs significantly from that of object 
oriented programming, which strongly suggests that you 
should bind data and its processing together. So, in object 
oriented programming style, every CD would come with its 
own player and they are not supposed to be separated. This 
sounds odd, but it's the way we have built many software 
systems.  

The results of a service are usually the change of state for the 
consumer but can also be a change of state for the provider or 
for both. After listening to the music played by your CD 
player, your mood has changed, say, from "depressed" to 
"happy". If you want an example that involves the change of 
states for both, dining out in a restaurant is a good one. 



The reason that we want someone else to do the work for us is 
that they are experts. Consuming a service is usually cheaper 
and more effective than doing the work ourselves. Most of us 
are smart enough to realize that we are not smart enough to be 
expert in everything. The same rule applies to building 
software systems. We call it "separation of concerns", and it is 
regarded as a principle of software engineering. 

How does SOA achieve loose coupling among interacting 
software agents? It does so by employing two architectural 
constraints: 

1. A small set of simple and ubiquitous interfaces to all 
participating software agents. Only generic semantics 
are encoded at the interfaces. The interfaces should be 
universally available for all providers and consumers.  

2. Descriptive messages constrained by an extensible 
schema delivered through the interfaces. No, or only 
minimal, system behavior is prescribed by messages. 
A schema limits the vocabulary and structure of 
messages. An extensible schema allows new versions 
of services to be introduced without breaking existing 
services.  

As illustrated in the power adapter example, interfacing is 
fundamentally important. If interfaces do not work, systems do 
not work. Interfacing is also expensive and error-prone for 
distributed applications. An interface needs to prescribe system 
behavior, and this is very difficult to implement correctly 
across different platforms and languages. Remote interfaces 
are also the slowest part of most distributed applications. 
Instead of building new interfaces for each application, it 
makes sense to reuse a few generic ones for all applications. 

Since we have only a few generic interfaces available, we must 
express application-specific semantics in messages. We can 
send any kind of message over our interfaces, but there are a 
few rules to follow before we can say that an architecture is 
service oriented. 

First, the messages must be descriptive, rather than instructive, 
because the service provider is responsible for solving the 
problem. This is like going to a restaurant: you tell your waiter 
what you would like to order and your preferences but you 
don't tell their cook how to cook your dish step by step. 

Second, service providers will be unable to understand your 
request if your messages are not written in a format, structure, 
and vocabulary that is understood by all parties. Limiting the 
vocabulary and structure of messages is a necessity for any 
efficient communication. The more restricted a message is, the 
easier it is to understand the message, although it comes at the 
expense of reduced extensibility. 

Third, extensibility is vitally important. It is not difficult to 
understand why. The world is an ever-changing place and so is 
any environment in which a software system lives. Those 
changes demand corresponding changes in the software 
system, service consumers, providers, and the messages they 
exchange. If messages are not extensible, consumers and 
providers will be locked into one particular version of a 
service. Despite the importance of extensibility, it has been 
traditionally overlooked. At best, it was regarded simply as a 
good practice rather than something fundamental. Restriction 
and extensibility are deeply entwined. You need both, and 

increasing one comes at the expense of reducing the other. The 
trick is to have a right balance. 

Fourth, an SOA must have a mechanism that enables a 
consumer to discover a service provider under the context of a 
service sought by the consumer. The mechanism can be really 
flexible, and it does not have to be a centralized registry.  

Purpose of the Web Service Architecture 

Web services provide a standard means of interoperating 
between different software applications, running on a variety 
of platforms and/or frameworks. This document (WSA) is 
intended to provide a common definition of a Web service, and 
define its place within a larger Web services framework to 
guide the community. The WSA provides a conceptual model 
and a context for understanding Web services and the 
relationships between the components of this model.  

The architecture does not attempt to specify how Web services 
are implemented, and imposes no restriction on how Web 
services might be combined. The WSA describes both the 
minimal characteristics that are common to all Web services, 
and a number of characteristics that are needed by many, but 
not all, Web services.  

The Web services architecture is an interoperability 
architecture: it identifies those global elements of the global 
Web services network that are required in order to ensure 
interoperability between Web services.  

What is a Web service? 

A Web service is a software system designed to support 
interoperable machine-to-machine interaction over a network. 
It has an interface described in a machine-processable format 
(specifically WSDL). Other systems interact with the Web 
service in a manner prescribed by its description using SOAP 
messages, typically conveyed using HTTP with an XML 
serialization in conjunction with other Web-related standards. 

Agents and Services 

A Web service is an abstract notion that must be implemented 
by a concrete agent. The agent is the concrete piece of software 
or hardware that sends and receives messages, while the 
service is the resource characterized by the abstract set of 
functionality that is provided. To illustrate this distinction, you 
might implement a particular Web service using one agent one 
day (perhaps written in one programming language), and a 
different agent the next day (perhaps written in a different 
programming language) with the same functionality. Although 
the agent may have changed, the Web service remains the 
same. 

Requesters and Providers 

The purpose of a Web service is to provide some functionality 
on behalf of its owner -- a person or organization, such as a 
business or an individual. The provider entity is the person or 
organization that provides an appropriate agent to implement a 
particular service.  
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the role of policies and how they govern the message level 
model. The abridged diagram shows the key concepts; the 
detailed diagram expands on this to include many more 
concepts and relationships. 

2) The Service Oriented Model focuses on aspects of service, 
action and so on. While clearly, in any distributed system, 
services cannot be adequately realized without some means of 
messaging, the converse is not the case: messages do not need 
to relate to services. 

The Service Oriented Model is the most complex of all the 
models in the architecture. However, it too revolves around a 
few key ideas. A service is realized by an agent and used by 
another agent. Services are mediated by means of the messages 
exchanged between requester agents and provider agents.  

A very important aspect of services is their relationship to the 
real world: services are mostly deployed to offer functionality 
in the real world. We model this by elaborating on the concept 
of a service's owner — which, whether it is a person or an 
organization, has a real world responsibility for the service.  

Finally, the Service Oriented Model makes use of meta-data, 
which, as described in  Service Oriented Architecture, is a 
key property of Service Oriented Architectures. This meta-data 
is used to document many aspects of services: from the details 
of the interface and transport binding to the semantics of the 
service and what policy restrictions there may be on the 
service. Providing rich descriptions is key to successful 
deployment and use of services across the Internet.  

3) The Resource Oriented Model focuses on resources that 
exist and have owners. 

The resource model is adopted from the Web Architecture 
concept of resource. We expand on this to incorporate the 
relationships between resources and owners. 

4) The Policy Model focuses on constraints on the behavior of 
agents and services. We generalize this to resources since 
policies can apply equally to documents (such as descriptions 
of services) as well as active computational resources.  

Policies are about resources. They are applied to agents that may 
attempt to access those resources, and are put in place, or 
established, by people who have responsibility for the resource.  

Policies may be enacted to represent security concerns, quality 
of service concerns, management concerns and application 
concerns.  

Conclusion: 

The web services approach is based on a maturing set of standards 
that are widely accepted and used. This widespread acceptance 
makes it possible for clients and services to communicate and 
understand each other across a wide variety of platforms and 
across language boundaries. Design architecture for mobile 
augmented Reality System SOA based Web Services played vital 
role due to the limitation of mobile device. 
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Abstract:-  Classification trees based on exhaustive search 
algorithms tend to be biased towards selecting variables that 
afford more splits. As a result, such trees should be interpreted 
with caution. In this paper QUEST (QUICK UNBIASED 
EFFICIENT STATISTICAL TREE) algorithm is proposed 
which has negligible bias. Its split selection strategy yields 
binary splits and the final tree can be selected by a direct 
stopping rule or by pruning. Real and simulated data are used 
to compare QUEST with the exhaustive search approach. 
QUEST is shown to be substantially faster as QUEST generates 
random no. of trees like forests and the size and classification 
accuracy of its trees are typically comparable to those of 
exhaustive search. QUEST classifies the data from dataset file 
like ARFF. QUEST works with categorical as well as 
continuous attributes. QUEST gives the better result compare 
to other existing classifiers such as SimpleCart, ID3, J48 etc. 
QUEST gives the statistical binary decision tree. It is the tree 
structured classification algorithm which gives the efficient 
tree. QUEST also does pruning and deals with missing values 
using cross validation. QUEST uses the univariate splits to split 
the node instead of surrogate splits. This thesis gives detailed 
description about the QUEST algorithm. 

 

1. INTRODUCTION 
In Data Mining, many Decision Tree classification methods 

are available. But each method has some drawback. The basic 
decision tree method ID3, which can easily generate the tree but 
neither prune the tree nor deals with missing values. Same way 
CHAID generates non binary decision tree but takes time to 
generate the tree. First the basic decision tree algorithm ID3 has 
been found. But it was having many disadvantages. So many 
new decision tree algorithms were enhanced from basic and 
some problems can be solved by new algorithms. But day by day 
data becomes larger. So there is a need to classify the data from 
large dataset quickly with good accuracy. QUEST which stands 
for QUICK UNBIASED EFFICIENT STATISTICAL TREE can 
classify data more quickly and with low cost because QUEST 
has negligible bias. So by using QUEST algorithm the problem 
of classifying data quickly from large dataset can be easily 
solved. QUEST generates a binary decision tree; therefore it is 
easy to classify the data using QUEST [3] [5]. 

QUEST uses statistical imputation instead of surrogate splits 
as in CART. For both ordered variable and categorical variable, 
different split point selection method is used. [3]. QUEST also 
deals with missing values. QUEST is based on statistics; 
therefore it uses imputation for missing values. are two methods-
Hot Deck imputation and Regression imputation. Hot-deck 
imputation fills in missing values on incomplete records using 
values from similar, but complete records of the same dataset. 
Regression computation is commonly used when auxiliary data 
are available. [8][7] 

The QUEST algorithm can be used in applications such as 
Medical Research, Chemical Laboratory, Food Chemistry, 
Weather Forecasting, Neural Network etc. 

2. CONCEPT OF CLASSIFICATION 
Classification is a data mining (machine learning) technique 

used to predict group membership for data instances. 
Classification and prediction are two form of data analysis that 
can be used to extract models describing important data classes 
or to predict future data trends for which the classifiers are used 
[9]. 

 
2.1 Classification Methods 
2.1.1 Decision Tree 

A decision tree is a flow chart like tree structure in which 
each branch (nonleaf) node represents a choice between a 
number of alternatives, and each leaf (terminal) node represents a 
classification or decision.  A decision tree can be used to classify 
an example by starting at the root of the tree and moving through 
it until a leaf node, which provides the classification of the 
instance. 

Decision Trees are so popular just because, its construction 
does not require any domain knowledge or parameter setting, and 
is appropriate for exploratory knowledge discovery. Decision 
trees can handle high dimensional data. Their representation of 
acquired knowledge in tree form is intuitive easy to assimilate. 
The learning and classification steps of decision tree induction is 
simple and fast. In general Decision Tree classifiers have good 
accuracy.  



In advantages of Decision Tress it can handle both nominal 
and numeric input attributes, can handle datasets that may have 
errors, handle datasets having missing values, it may reduce cost 
even if the cost of classification is high and no need of domain 
knowledge. 

In disadvantages of Decision tree that most of its algorithms 
have discrete values as target values, reduce performance in 
complex interactive attributes, sometimes provide over-
sensitivity to the training set, and sometimes deteriorate when 
handling too much missing values. 

 
2.1.2 Binary Decision Tree 

Binary Decision Trees (BDTs) are essentially computer 
science binary tree structures, enabling a conclusion state to be 
reached from a root node (which you could think of as a question 
or decision choice) via a set of binary (yes/no) decision states.  In 
more down-to-earth terms, it is a technique to allow a conclusion 
to be made based on a specified problem definition.  Decision 
trees are a popular technique in classification systems as well as 
in computer game AI and there are a whole host of related 
algorithms of interest, e.g. ID3. A BDT comprises of a set of 
body nodes which are attached to a root node and which 
terminate at n leaf nodes.  The root and each body node must 
have connections to two other nodes; otherwise they are classed 
as terminating nodes where a decision outcome state has been 
reached.  The uniform design of the tree based on two nodes 
leads to it being called a binary decision tree.  

The leaf nodes in a BDT represent a set of terminating 
"answers" or decision outcome states as I have called them, the 
root and body nodes representing the "questions".  The BDT 
arrives at a decision state by gaining answers to the body 
(yes/no) nodes.  The nature of the response to a particular 
question dictates which node should be followed to the next 
question (or answer if a leaf node is arrived at).  In the case of a 
binary decision  tree the responses can only be “yes” or “no”, 
each corresponding to one of the two available branches at each 
body node. 

 
2.1.3 Various Advanced Decision Trees 
1. ID3: The ID3 algorithm is considered to be very simple 
decision tree algorithm. Using information gain as splitting 
criteria, ID3 ceases to grow when all instances belong to a single 
value of a target feature or when best information gain is not 
greater than zero. ID3 does not apply any pruning process nor 
handles missing values. 
2. C4.5: It is an evolution of ID3 which uses gain ratio as 
splitting criteria. The splitting ceases when number of instances 
to be split is below a certain threshold. Error based pruning is 
performed after the growing phase. C4.5 can handle numeric 
attributes. It can also induce from the training set that 
incorporates missing values by using corrected gain ratio criteria. 
3. CART: CART stands for Classification and Regression tree. 
CART partitions the data into two subsets so that the records 

within each subset are more homogeneous than in the previous 
subset. It is a recursive process—each of those two subsets is 
then split again, and the process repeats until the homogeneity 
criterion is reached or until some other stopping criterion is 
satisfied. It also enables users to provide prior probability 
distribution. 
4. CHAID: A CHAID stands for Chi Squared automatic 
interaction detection was originally designed to handle nominal 
attributes only. CHAID evaluates all of the values of a potential 
predictor field. It merges values that are judged to be statistically 
homogeneous (similar) with respect to the target variable and 
maintains all other values that are heterogeneous (dissimilar). 
CHAID "build" non-binary trees based on a relatively simple 
algorithm that is particularly well suited for the analysis of larger 
datasets.  
5. QUEST: It is a relatively new binary tree-growing algorithm 
(Loh and Shih, 1997). It deals with split field selection and split-
point selection separately. The univariate split in QUEST 
performs approximately unbiased field selection. That is, if all 
predictor fields are equally informative with respect to the target 
field, QUEST selects any of the predictor fields with equal 
probability. QUEST affords many of the advantages of CART, 
but, like CART, your trees can become unwieldy. You can apply 
automatic cost-complexity pruning to a QUEST tree to cut down 
its size. QUEST uses surrogate splitting to handle missing 
values. 
 
3. COMMON CRITERIAS OF ANY TREE BASED 

CLASSIFICATION METHOD. 
 

Merging – relative to the target variable, non-significant 
predictor categories are grouped with the significant categories. 
Splitting – selecting the split point. Variable to split population 
is chosen by comparison to all others. 
Stopping – rules which determine how far to extend the splitting 
of nodes. 
Pruning – branches that add little to the predictive value of the 
tree are removed. 
 
4. QUEST ALGORITHM 

 
Algorithm: Generate a binary decision tree using QUEST 
Algorithm 
Input: 
• Dataset D, which is a set of training tuples and their 

associated class labels 
• Attribute_list, which is the set of candidate attributes 
• Attribute_selection Method, a procedure used to split the 

node and partition the data into individual classes.  
Output: A Statistical Binary Decision Tree 
 
 
 



Method: 
1. Create the Root node R 
2. If tuples in D are all of the same class c, then return R as a 

leaf node labeled with the class C 
3. If attribute_list is empty then return R as a leaf node labeled 

with the majority class in D 
4. Else Association between each input attribute and target 

attribute is computed using  ANOVA-F test if attribute is 
ordinal or Chi-square test if attribute is categorical 

5. If attribute is multi nominal then clustering is used to create 
two super classes. The attribute that obtains the highest 
association with the target attribute is selected for splitting. 

6. Apply the stopping criteria 
7. Prune the tree using Pre-pruning or Post-pruning. 
8. Apply ten fold cross validation to deal with Missing values 
9. Output the binary decision tree 

Fig 1. The QUEST Algorithm 
 

QUEST (Quick, Unbiased, Efficient, Statistical Tree) is a 
binary-split decision tree algorithm for classification and data 
mining technique. The objective of QUEST is similar to that of 
the CART (classification and Regression) algorithm but the 
major differences are: 
• QUEST uses an unbiased variable selection technique by 

default  
• QUEST uses imputation instead of surrogate splits to deal 

with missing values. 
• QUEST can easily handle categorical predictor variables 

with many categories  
 

A variable selection scheme is proposed for constructing 
multivariate classification trees. It utilizes conditional 
independence test derived from hierarchical log linear model for 
three-way contingency table to control selection bias. 
Furthermore, it is compared with some existing selection 
methods in terms of selection power. Simulation results show 
that our method is unbiased and has better selection power. 
QUEST is shown to be substantially faster and the size and 
classification accuracy of its trees are QUEST that 

1) has negligible variable selection bias 
2) Retains the computational simplicity of FACT 

technique 
3) Includes pruning as an option 
4) Yields binary splits 
QUEST method is demonstrated to be much better than 

exhaustive search in terms of variable selection bias and 
computational cost. 

QUEST is a tree-structured classification algorithm that 
yields a binary decision tree like CART. The reason for yielding 
a binary tree is that a binary tree may allows techniques such as 
pruning, direct stopping rules and surrogate splits to be used. 
Unlike CHAID and CART, which handle variable selection and 
split point selection simultaneously during the tree growing 

process. QUEST was demonstrated to be much better than 
exhaustive search methods in terms of variable selection bias and 
computational cost. In terms of classification accuracy, 
variability of split points and tree size, however, there is still no 
clear winner when univariate splits are used. 

For each split, the association between each in put attribute 
and the target attribute is computed using the ANOVA-F test or 
Leven’s test(for ordinal and continuous attribute) or Pearson’s 
Chi-Square (for nominal attribute). An ANOVA F-statistics is 
computed for each attribute. If the largest F-statistics exceeds a 
predefined threshold value, the attribute with the largest F-value 
is selected to split the node. Otherwise, leven’s test for unequal 
variance is computed for every attribute. If the largest levene is 
greater than a predefined threshold value, the attribute with the 
largest levene value is used to split the node.. 

If the target attribute is multinomial, two means clustering is 
used to create two super-classes. The attribute that obtains the 
highest association with the target attribute is selected for 
splitting.  
 
4.1 Advantages of QUEST Algorithm compared to other 
Decision Tree Algorithms 
• Variable selection Bias 
• Computational Accuracy/Computational cost 
• Variability of split points & Tree size 
• QUEST is shown to be substantially faster and the size and 

classification accuracy of its trees are comparable to these of 

exhaustive search. 

4.2 Components of QUEST analysis 
Basic components in a QUEST analysis are as follows: 
• One or more predictor variable: Predictor variables can be 

continuous, ordinal or nominal variables. 
• One target variable: The target variable must be nominal. 
•     Settings for various QUEST parameters: The            
settings include alpha level for variable selection, priors for the 
categorical target variable, profit values and misclassification 
costs, and the variable used as the frequency weight variable. 
 
4.3   Comments on QUEST analysis 
• With categorical dependent variables only. 
• If it is important to have an unbiased tree. 
• If you have a large or complex data set and need an efficient 

algorithm for estimating the tree. 
• Or CART, if you want to restrict your tree to binary splits. 
• If the classification model produced by QUEST is 

measurably better than that produced by the other methods. 
• CART to handle missing values by surrogate splits. 
• Case weight is ignored in the QUEST option. 

Like CHAID, the cost matrix is not directly involved in the  
 
 
 



QUEST tree growing process. 
 However, for a symmetric cost matrix, cost information can 

be incorporated into the model by adjusting the priors based on 
the cost matrix. 

 
4.4   Stopping Rules 

Each of the methods recursively splits nodes until one of the 
stopping rules is triggered. 
The following conditions will cause the algorithm to terminate: 
• The maximum tree depth has been reached. 
• No more splits can be made, because all terminal nodes meet 

one or more of the following conditions: 
• There is no significant predictor variable left to split the 

node. 
• The number of cases in the terminal node is less than the 

minimum number of cases for parent nodes. 
 

4.5   Dealing with missing values 
QUEST uses statistical imputation instead of surrogate splits 

while handling missing values.  
Surrogate splitters are used to classify rows that have 

missing values in the primary splitter. When a row is 
encountered that has a missing value on the primary splitter.  
Data Imputation for Missing Values 

Two of the most commonly used techniques by QUEST for 
data imputation are hot-deck imputation and regression 
imputation. 

Hot-deck imputation fills in missing values on incomplete 
records using values from similar, but complete records of the 
same dataset. 

Regression imputation is commonly used to compensate for 
item non response when auxiliary data are available. It is 
common practice to compute survey estimators by treating 
imputed values as observed data and using the standard unbiased 
(or nearly unbiased) estimation formulas designed for the case of 
no non response. 

 
5. EXPERIMENTS AND RESULT 

To evaluate the performance of the QUEST we are using 
some of the well known UCI (University of California Irvine) 
datasets [10]. The performance of the classification-based 
method is affected by several factors such as the number of 
records, the number of attributes, the number of records on 
which model is built, amount of missing values etc. 

Table1 describes the three different UCI datasets with 
number of instances that we have used for performance study. 

 
Dataset No of Instances
Soybean 5000 

Mushroom 9000 
Waveform 10000 

Table 1. Summary of datasets 
 

The QUEST algorithm’s performance is tested & compared 
with other existing algorithms such as J48, DecisionStump, 

SimpleCart. Compared to other algorithms, QUEST is giving 
better accuracy. The comparison using Soybean dataset is given 
in table 2 and relevant graph is given in fig 2. 

 
Classifier Accuracy(Soybean) 
QUEST 93.41

J 48 91.50
Decision Stump 28

Simple Cart 91.21
          Table 2. Classifier vs Accuracy 

We have also done comparison with Mushroom and 
Waveform datasets with different number of instances. We found 
that most of the cases QUEST giving better result. 

Figure 
2. Comparison of different classifiers’ accuracy on Soybean 
dataset using WEKA tool. (Accuracy shows in percentage). 
The x- cordinates shows the accuracy, y-cordinates shows 

classifiers. 

6. CONCLUSION 

This paper comprehensively shows how the QUEST 
algorithm being run and also done the comparison of QUEST 
with other classifiers with large datasets. So we can conclude that 
with negligible bias, binary split strategy and stopping rules, 
QUEST generating attractive results as compare with other 
classifier trees. 
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ABSTRACT:-THIS SYSTEM CAN DETECT THE SOURCE OF GUN 
FIRE. THE WORKING PRINCIPLE OF THE SYSTEM IS THAT SOUND 
WAVES TRAVEL AT FINITE SPEED AND A SINGLE SOUND PICKED 
UP BY MULTIPLE MICROPHONES SPATIALLY DEPLOYED, WOULD 
BE OFFSET IN TIME. IN SIMPLE PARLANCE, THE MICROPHONE 
WHICH IS NEAREST TO THE SOUND SOURCE WILL PICK UP THE 
SOUND FIRST AND THAT WHICH IS FARTHEST WILL BE THE LAST 
TO HEAR IT. TO MAKE THE USE OF THIS PRINCIPLE IN A 
PRACTICABLE GADGET, NUMEROUS MICROPHONES ARE PLACED 
IN SPECIFIC MANNER IN TWO PLANES AND THE OUTPUT OF 
EACH MICROPHONE IS CONNECTED TO A PROCESSING CIRCUIT. 
THE PROCESSING CIRCUIT HAS TO ACCOMPLISH SOME VERY 
IMPORTANT TASKS. THE FIRST WOULD BE TO AUTHENTICATE 
THE SOUND AS A AK47 GUN SHOT AND TO STOP THE SYSTEM 
FROM GENERATING FALSE ALARMS WHEN IT PICKS UP A FIRE 
CRACKER OR A TIRE BURST. TO DO THIS SOUND COMPARISON 
ALGORITHM IS BEING IMPLEMENTED USING MATLAB. ONCE 
THIS IS DONE THE REST OF THE PROCEDURE IS VERY STRAIGHT 
FORWARD. THE DELAY BETWEEN TWO MICROPHONES IN 
HORIZONTAL PLANE WILL DETERMINE THE DIRECTION OF GUN 
FIRE.THE INSTRUMENT CAN BE A GREAT HELP TO THE 
MILITARY AND OTHER SECURITY FORCES ON PATROL. SUCH AN 
INSTRUMENT WOULD BE A BOON TO SECURITY FORCES IN 
SURVIVING GUERILLA ATTACKS IN MILITANCY INFLICTED 
AREAS SUCH AS THE KASHMIR VALLEY AND THE EASTERN 
STATES. THE DISPLAY OF THE SYSTEM CAN BE CONSTRUCTED IN 
ANY WAY AS THE USER WOULD LIKE IT FOR INSTANCE IF THE 
MILITARY IS ABOUT TO USE IT, A PREFERABLE DISPLAY WOULD 
BE A CLOCK LIKE DIAL WITH LEDS MOUNTED AT DIFFERENT ‘O 
CLOCKS’ WITH WHICH THEY ARE VERY FAMILIAR ALONG WITH 
SOME AUDIO WARNING. IN SUCH A SYSTEM IF THE SYSTEM 
DETECTS THAT A SHOT HAS BEEN FIRED FROM THE FRONT THE 
12 O CLOCK LED WILL LIGHT UP. THIS SYSTEM CAN ALSO BE 
MOUNTED ON PATROLLING VEHICLES.  
 Field of the Invention  
 
The present invention generally relates to gunshot detection. 
More particularly, the present invention is directed to using 
multiple installations of sound detection, recording devices for 
detecting firing of a gun or an explosion, identifying of a 
location of such firing or explosion, and of a possible suspect 
of such firing or explosion.  
It would therefore be desirable to provide a system to detect a 
gunshot, determine the direction from which it was fired, and 
initiate recording of the area of the event immediately upon the 
event occurring. 
Here the task is divided into three different parts 
1) Comparing input signal(gun shot or other sound) with 
stored ak47 gun shot, which decides whether direction is to be 
detected or not 
2) Using parallel port of computer for indication if input 
signal is gun shot. Direction detection hardware is going to 

display direction only when input signal is gunshot and output 
of  parallel port is 1. 
3) Hardware of direction detection consists of 8  
microphones, supported by 8 preamplifiers and monostable 
multivibrators. Output of all 8 multivibrator is provided to port 
of microcontroller, and based on which input comes first 
direction is detected. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Layout of system 
Figure 1 shows flow layout of system in which the whole task 
is divided into 2 portions. Signal comparison and direction 
detection. As shown in figure signal comparison loop and 
direction detection loop are working in parallel. When any 
input signal (acoustic in nature) comes, microphone that is 
connected to signal comparison loop picks up a sound and is 
given as an input to matlab for comparison purpose to decide 
whether input is ak47 or not. At a same time microphones 
connected to direction detection system would pick up sound 
and will determine direction as per input from which 
microphone is coming first. Result of direction is stored in one 
of the working register of direction detection circuit. 
Direction detection circuit will not display the output till it will 
get input from signal comparison network. If input signal is 
ak47 then output of one parallel port line is given to direction 
detection circuit to inform that input was ak47. Then direction 
will be displayed. 
 
Comparison of input signal 
First task is to compare input signal with pre stored gun shot 
signal continuously. Using wavread command, matrix of stored 
signal is generated and using wavrecord command matrix of 
input signal is generated. Then using algorithm for comparison 
between two sounds their similarity is checked. 
 
Comparison between two signals(audio signals) can be done 
using cross correlation which is the basic method of comparing 
frequency components of two signals. Figure 2 shows original 
ak47 signal and figure 3 shows recorded signal. 

Input 

Sound comparison 
network 

Direction 
detection network 

Display direction 



 
Figure 2: Original ak47 signal 

 
Figure 3: Recorded ak47 signal 

As shown in above case as microphone was very near to source 
of gunshot there is 82.252% of cross correlation between input 
and stored sound. 
Similarly table 1 shows cross correlation factor of original 
ak47 sounds with other signals. Here based on user’s accuracy 
requirement system parameter for accuracy can be modified. It 
can be easily achieved that if cross correlation factor is greater 
than some threshould level then output of parallel port will be 
high other wise it will be low. 
 
Another requirement of real time system is time required for 
processing  should be as small as possible  
other wise if processing time is more then, required task of 
pointing suspected region ( if this system is used for security) 
can not be achieved. Processing time can only be reduced by 
doing some signal processing on  input signal. For example if 
input signal is below some threshould and that can be defined 
by range of device. So that if input is less than some threshold,  
direction will not be displayed. 
 

 

 
 

Figure 4: Trucated part of original ak47 

 
Table 1: Cross correlation factor of ak47 with other sounds 

 
 

 
Suppose ak47 is of 2 second signal,  then recording cannot be 
done for exactly 2 second but more than 2 seconds. Solution to 
above problem can be achieved by truncating the portion 
which is below some threshold level so comparison time 
required will be less. Here figure 2 shows original ak47 and 
figure 3 shows recorded ak47. Direction comparison between 
them requires atleast 6 minutes to check whether recorded 
signal is ak47 or not, whereas comparison between their 
truncated part as shown in figure 4 and figure 5 respectively 
requires only 1 minute and 18 seconds for comparison purpose. 
 

 
 
 
 
 
 
 
 
 
 

 

 
 

Figure 5: Truncated part of recorded ak47 
SYSTEM FOR DIRECTION DETECTION 

Introduction 

Presently I have devised a system that senses direction with the 
help of only two microphones. Later I intend to construct a 
system that uses eight microphones to sense the direction of 
the sound source from all the four directions. The block 
diagram of the system is as shown in Figure 6. The sound is 
picked up simultaneously by the two condenser microphones 
for direction detection and one dedicated microphone having 
good frequency response is used as an input transducer for 
recording purpose and comparison purpose for computer. The 
outputs of these microphones are quite low and thus are 
amplified by their corresponding identical pre amplifiers. 
These amplified signals are used to trigger two different 
monostables. Both these monostables have identical time 
periods. The outputs of these monostables are used to provide 
interrupt to the microcontroller. The output of the system is a 
clock dial type led display which is driven by the controller 
port which has been configured as the output port by the 
software.  

Other sound Crosscorrelation(%) 
Ak47 100 
Ak47b 82.252 
Ak47l 44.917 
Explo 3.7 

Explob 3.8 
Gs 6.09 

Gsb 6.149 
Spoken word 6.88 



 

Figure 6: Block diagram of direction detection system using 2 microphones 

Presently my system is working for two directions only i.e. north 
and south or it can be said that its resolution is 180 degree. 
Figure 7 shows flow chart of direction detection system. 

As shown in figure 6 direction detection system is after 
initialization waiting for input. If there is any acoustic signal 
present then depending on place of gun fire (i.e. source of sound 
wave), LED will glow up for some time delay set using software. 
There are 2 basic problems if above system is used. They are 
as (1) If there are simultaneous gun shot from different 
direction then this system will not be able to distinguish 
whether source of gun fire is from which particular direction. 
(2) If gun fire is from center (i.e. all microphones receive 
signal of gun shot simultaneously) then based on which 
hardware having less propagation delay will generate output 
first, which gives wrong indication. (as here hardware for all 
sensors i.e. preamplifier, monostable multivibrator are 
constructed using same component value but practically due to 
tolerance they will not be same). 
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Figure 7: Flowchart of microcontroller based system for direction detection 
using 2 microphones 

 

 
 

Figure 8: Propagation delay between of two similar hardware 
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Figure 9: Flowchart of modified system 

For solution of 1st problem one assumption is made i.e. for 
given delay only one gun shot can be detected. 
If there are simultaneous gun fires then system will not be able 
to detect every gun shot but is limited to only some which 
depends what is the delay between gun shots. It is achieved by 
blocking the input for some time delay.  
Solution to 2nd problem is made by finding propagation delay 
of two hardware; one which is faster compared to other is 
delayed using software technique. i.e. if input to both 
microphones comes during some prescribed time delay, then 
source is  center other wise it is from any particular direction. 
Figure 8 shows time delay in two similar hardware measured 
using DSO.  
Solution to above two problems is shown in figure 9 which 
shows flow chart for two microphone direction detection 
system. As stated above here another input is blocked after 
occurrence of  one input for some time duration and to get 
correct center reading additional delay is added using software 
techniques. 
 
CONCLUSION 

In this dissertation, I have proposed the basic issues in 
designing gun shot direction detection which is used for 
military and homeland security. The design has to very 
sensitive to decide whether gun shot detection was for ak47 so 

that false direction detection can be prevented. Also while 
designing hardware for direction detection one has to think for 
critical timings of this system, as microcontroller (or any other 
processor) is responding in microseconds, so delay produced 
by each hardware should be equal., which challenges the 
component accuracy. Any change in time delay needs to 
corrected either in hardware or using software loop. 
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   Abstract:-Classification is the process of deriving 
unknown values of certain attributes of interest based on 
the values of the other attributes. Multiple classifier system 
(MCS) has shown to be an effective technique for 
classification. MCS construct a set of classifiers and then 
classify new data sets by taking votes of their prediction. 
Bagging is basically a multiple classifier ensemble based 
system improving the accuracy of the single base classifier 
learned on entire data, by using combination of models.  In 
basic bagging approach, different bags (models) are 
created by sampling (with replacement) of the original 
training data set. Each bagged train set is independently 
used to generate a classifier, and classifier predictions are 
combined using as a simple majority voting system. 
However there is no guarantee that bagging will improve 
the performance of the base classifier every time, in some 
situations it fails to do so. Also bagging may work 
deterioratically in large dataset as well. 

The main objective of the paper is to overcome the 
above defined problem, by using the same bootstrapping 
and aggregating method. Bagged predictors are 
constructed discarding the bootstrap samples which 
generate the accuracy which is less then the base classifier 
accuracy considering the involvement of the base classifier 
at the time combining all the models. The approach would 
be quite effective improving the accuracy of the base 
classifier as well as basic bagging classifier in a situation 
when bagging fails sometimes to do so. 

 
1. INTRODUCTION 

In matters of great importance that have financial, medical, 
social, or other implications, we often seek a second opinion 
before making a decision, sometimes a third, and sometimes 
many more. In doing so, we weigh the individual opinions, and 
combine them through some thought process to reach a final 
decision that is presumably the most informed one.  

The process of consulting “several experts” before making 
a final decision is perhaps second nature to us; yet, the 
extensive benefits of such a process in automated decision 
making applications have only recently been discovered by 
computational intelligence community. 

Also known under various other names, such as multiple 
classifier systems, committee of classifiers, or mixture of 
experts, ensemble based systems [2][3] have shown to produce 
favorable results compared to those of single-expert systems 
for a broad range of applications and under a variety of 
scenarios. Popular ensemble based algorithms, such as 
bagging, boosting, stacked generalization, and hierarchical 
mixture of experts. 

A supervised machine learning task involves constructing 
a mapping from input data (normally described by several 
features) to the appropriate outputs. In a classification learning 
task, each output is one or more classes to which the input 
belongs. The goal of classification learning is to develop a 
model that separates the data into the different classes, with the 
aim of classifying new examples in the future.  

Given a new example, the ensemble passes it to each of its 
multiple base models, obtains their predictions, and then 
combines them in some appropriate manner (e.g., averaging or 
voting).  

4.  CONCEPT OF BOOTSTRAPPING 
Bootstrap is sampling with replacement from a sample. 

Bootstrapping is the practice of estimating properties of an 
estimator (such as its variance) by assuming set of observations 
to be from an independent and identically distributed 
population, this can be implemented by constructing a number 
of resamples of the observed dataset (and of equal size to the 
observed dataset), each of which is obtained by random 
sampling with replacement from the original dataset. It may 
also be used for constructing hypothesis tests. The advantage 
of bootstrapping over analytical methods is its great simplicity. 

MCS is a meta-algorithm uses bootstrapping to improve 
machine learning of classification and regression models in 
terms of stability and classification accuracy. 



3. CLASSIFIERS 
Classification is a data mining (machine learning) 

technique used to predict group membership for data instances. 
Classification and prediction are two form of data analysis that 
can be used to extract models describing important data classes 
or to predict future data trends for which the classifiers are 
used. 

Basically two types of classifiers: Stable and Unstable. The 
most popular and commonly used stable classifiers are – Fisher 
Linear Discriminant (FLD) and Nearest Mean Classifier 
(NMC), and unstable are – Decision Tree, Decision Stumps 
[5]. MCS uses C4.5 Decision Tree Classifier as a base. 

 4. ENSEMBLE SYSTEM 
An ensemble method for classification tasks constructs a 

set of base classifiers from the training data and performs 
classification by taking a vote on the prediction of each base 
classifier. Many traditional machine learning algorithms 
generate a single model (e.g., a decision tree or neural 
network). Ensemble learning methods instead generate 
multiple models.  
4.1 Reasons for using Ensemble Based System  

There are several theoretical and practical reasons why we 
may prefer an ensemble system: 
 
Statistical Reasons:  

A set of classifiers with similar training performances may 
have different generalization performances. In fact, even 
classifiers with similar generalization performances may 
perform differently in the field. 
Large Volumes of Data:  

In certain applications, the amount of data to be analyzed 
can be too large to be effectively handled by a single classifier. 
Partitioning the data into smaller subsets, training different 
classifiers with different partitions of data and combining their 
outputs using an intelligent combination rule often proves to be 
a more efficient approach. 
Too Little Data: 

In the absence of adequate training data, resampling 
techniques can be used for drawing overlapping random 
subsets of the available data, each of which can be used to train 
a different classifier, creating the ensemble. Such approaches 
have also proven to be very effective. 
Divide and Conquer:  

Regardless of the amount of available data, certain 
problems are just too difficult for a given classifier to solve. 
More specifically, the decision boundary[3] that separates data 
from different classes may be too complex, or lie outside the 
space of functions that can be implemented by the chosen 
classifier model.  
4.2 Diversity 

If we had access to a classifier with perfect generalization 
performance, there would be no need to resort to ensemble 
techniques. The realities of noise, outliers and overlapping data 
distributions, however, make such a classifier an impossible 
proposition. At best, we can hope for classifiers that correctly 
classify the field data most of the time. The strategy in 
ensemble systems is therefore to create many classifiers, and 
combine their outputs such that the combination improves 
upon the performance of a single classifier. This requires, 

however, that individual classifiers make errors on different 
instances. The intuition is that if each classifier makes different 
errors, then a strategic combination of these classifiers can 
reduce the total error, a concept not too dissimilar to low pass 
filtering of the noise. The overarching principal in ensemble 
systems is therefore to make each classifier as unique as 
possible, particularly with respect to misclassified instances.  

Classifier diversity [3] can be achieved in several ways. 
The most popular method is to use different training datasets to 
train individual classifiers. Such datasets are often obtained 
through resampling techniques, such as bootstrapping or 
bagging, where training data subsets are drawn randomly, 
usually with replacement, from the entire training data.  
 
4.3. Creating an Ensemble 

Two interrelated questions need to be answered in 
designing an ensemble system: i) how will individual 
classifiers (base classifiers) be generated? And ii) how will 
they differ from each other? The answers ultimately determine 
the diversity of the classifiers, and hence affect the 
performance of the overall system.  

Therefore, any strategy for generating the ensemble 
members must seek to improve the ensemble’s diversity. In 
general, however, ensemble algorithms do not attempt to 
maximize a specific diversity measure. Rather, increased 
diversity is usually sought—somewhat heuristically— through 
various resampling procedures or selection of different training 
parameters. The above defined diversity measures can then be 
used to compare the diversities of the ensembles generated by 
different algorithms. 
 

5. BAGGING METHOD 
In data mining, a model generated by machine learning can 

be regarded as an expert. Expert is probably too strong a word 
– Depending on the amount and quality of the training data, 
and whether the learning algorithm is appropriate to the 
problem. An obvious approach to making decisions more 
reliable is to combine the output of different models. Several 
machine learning techniques do this by learning ensemble of 
models and using them in combination: prominent among 
these are schemes called bagging, boosting, and stacking. All 
are used to increase the predictive performance over a single 
model. And they are general techniques that can be applied to 
numeric prediction problems and to classification tasks[1]. 

The simplest way to do this in the case of the classification 
is to take the vote (majority vote); in the case of numeric 
prediction, it is calculating the average vote. So Bagging uses 
majority voting (for classification) or averaging (for numeric 
prediction) to combine the output of individual models. 

Bagging is a statistical re-sample and combining technique 
used to reduce the misclassification error of a base classifier. It 
is based on bootstrapping and aggregating techniques. 
 
 
 
 



6. BAGGING ALGORITHM 
Input: 

• D, a set of d training tuples; 
• K, the number of models in the ensemble; 
• A learning scheme (e.g. decision tree algorithm, back 

propagation, etc.) 
Output: A composite model, M*. 

Method:  

• for i = 1 to k do // create k models 
•       create bootstrap sample, Di , by sampling D with 

replacement; 
•       use Di to derive a model, Mi; 
• endfor; 

 
To use the composite model on a tuple, X: 

• if classification then 
•       let each of the k models classify X and return the 

majority vote; 
• if prediction then 
•       let each of the k models predict a value for X and 

return the average predicted value. 
Fig. 1. The Bagging Algorithm 

Given a set, D, of d tuples, bagging works as follows. For 
iteration i, (i = 1,2,.., k), a training set , Di,  of d tuples is 
sampled with replacement from the original set of D tuples, 
D. Note that the term Bagging stands for bootstrap 
aggregation. Each training set is a bootstrap sample. To 
classify an unknown tuple X, each classifier, Mi, returns its 
class prediction, which counts as one vote. The bagged 
classifier, M*, counts the votes and assigns the class with the 
most votes to X. Bagging can be applied to the prediction for 
a given test tuple. The algorithm is summarized in the fig. 
4.6. The increased accuracy occurs because the composite 
model reduces the variance of the individual classifiers. 

Although the bagging algorithm has been known to be 
known in increasing the accuracy of prediction of the base 
unstable classifiers constructing bootstrap samples from 
training sets and then aggregating to form a final predictor, 
the main problem with this method is that there is no 
guarantee that bagging will improve the performance of any 
base classifier every time [1]. The other problem may arise 
when there is a large dataset of training tuples are there, in 
that case bagging would not be much effective. 
 
7. MCS ALGORITHM 

MCS is a modified bagging algorithm using C4.5 as a 
base classifier, aggregating the models discarding the 
classifier generating weak result. 

The bootstrapping and aggregating is in following way. 

Input:  1) A set of training tuples 
2) The number of models (bootstrap) in the       

                   ensemble 
3) A learning scheme (Decision Tree here) 

Output: A composite model 
 

Method: 
(1) Initialization of the training set & testing set from       
          given data set. 
(2) Apply training data to the base learning, generate a model 

and calculate accuracy  (ACCbase) 
(3) Repeat for number of times (as number of           
       bootstrap) 

(a) Create bootstrap sample, by sampling with       
replacement the original training set. 

(b) Apply base learner on each bootstrap and         
calculate accuracy, (ACCboot). 

 (c)   Compare ACCboot with ACCbase 

 (d)   If ACCbase < ACCboot   
 (i)   Consider base model as bootstrap model else 

  (ii)   Consider bootstrap model       
(4) Calculate majority voting for classification and average      
      accuracy for prediction   

Fig. 2. The MCS Algorithm 

 

Figure 3 The figurative view of the MCS algorithm 
  

The dataset is taken, and then it is divided in to training 
set and testing set according to holdout method in which 2/3 
of the set is taken as the training set and remaining 1/3 used 
as a testing set.  Select the base learner classifier 
(here D.T.C4.5) and apply training data and calculate 
accuracy, which is called ACCbase .  

Create number of bootstraps by doing sample with 
replacement method on the original training set. Take one 
bootstrap and apply base learner on it and generate 
accuracy, ACCboot . Do this process for each of the 
bootstraps. 

Now compare ACCboot with ACCbase. if the accuracy of 
the bootstrap model is less than the accuracy of the base model, 
then at particular time the accuracy of the base model will be 
considered as a model for final decision, else the accuracy of 
the bootstrap model will be considered. 
 Calculate the majority voting method for better 
classification and aggregating for prediction. 
 

8. EXPERIMENTS AND RESULTS 
To evaluate the performance of the MCS e are using 

five of the ell known UCI (University of California Irvine). 
The performance of the classification-based method is 
affected by several factors such as the number of records, the 
number of attributes, the number of records on which model 
is built, number of bootstraps etc. 

Table1 describes the six different UCI datasets with 
number of instances that we have used for performance study. 

 
Dataset No of Instances 
Credit-G 1000 
Optdigits 5620 
Weather 13918 



Ecoli 20502 
Adult 32561 

Wisconsin 65156 
Table 1. Summary of datasets 

 
Table 2 describes the comparison between Bagging and 

MCS with C 4.5 as a base classifier. We can see that the 
accuracy is incremented in case of MCS.  

 
Dataset Bagging with  

C4.5 (%) 
MCS 

Credit-G 74.05 82.05 
Optdigits 93.92 94.56 
Weather 90.57 91.20 

Ecoli 87.93 88.10 
Adult 79.21 82.27 

Wisconsin 95.04 95.10 

Table 2. Accuracy performance (Bagging Vs MCM) 
 

We have also compared Bagging and MSC with all the 
datasets using REPTree and Decision Stumps as base 
classifiers. In all the comparison we got improved results in 
MSC then in Bagging. 
 

 
Figure 3. Comparison of Bagging and MCS 

(Muntiple Classifier System) using WEKA tool. The x- 
cordinates shows different datsets, y-cordinates shows 

accuracy in percentage. 
 

So, we can say that because of the instability of the base 
classifier, Bagging may fail to improve performance of base 
classifier, also bagging may work deterioratically in some large 
benchmark datasets as well. In that situation MCS may help to 
improve that. 

 
 

9. CONCLUSION 
  This paper comprehensively shows the comparison 

between MCS algorithm and Bagging using C4.5 as a base 
classifier. Due to the instability of the base classifiers (i.e. 
Decision Tree C4.5), there is no guarantee that bagging will 
improve the performance of the base classifier every time. 
MCS eliminates the limitations of Bagging on benchmark 
datasets and improves the accuracy. 
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EMISSION SCENARIO AT ROAD 
INTERSECTIONS :  
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ABSTRACT-:Indian urban areas are experiencing drastic 
growth in vehicular population due to most classical reasons 
of  speedy industrialization and urbanization growth . 
Upshots of such growth  are delay and increase traffic 
congestion on roads, up surging of travel time and fatal 
accidents and beyond all these the most objectionable issue of 
increasing pollution levels in urban bases. This paper is an 
attempt to focus on the pollution level on some of the 
significant intersections of Surat city in Gujarat. 

 

INTRODUCTION 

The tremendous increase in mobilization of human society has 
resulted in phenomenal rise in vehicular traffic on the major 
roadways. The vehicles discharge an appreciable  amount of 
exhaust emission, which consist of poisonous gases like carbon 
monoxide, sulpher dioxide, oxides of nitrogen etc. The 
emission from the vehicles cause adverse effects on plants 
,human beings, animals, soil and other environmental 
components, However every urban area dominance  some 
significant points, regions, stretches of traffic with heavy air 
pollution and the road intersections are the most critical 
locations in urban region ,where air pollution is at predominant 
stage. Presently world survey points out that many developed 
urban regions are under the influence of air pollution due to 
vehicular population and many of them have reported the 
major level of such emission at traffic road intersections due to 
one or another reasons which may be due to improper practice  

 

of maintaining vehicles , improper operation , old age vehicles 
, unrealistic design of road intersections or lacking or 
signalized intersection etc. ,Among  these  

 

many cities , megacities , towns of India are facing nastiest 
scenario at various temporal stages during the year. 

 

 

The present study is carried out at Surat city which is 
considered as one of the most developed city of Gujarat state in 
India. However  due to fast development and expansion of city 
Surat is also experiencing the classical issues of urban 
transportation like traffic congestion , traffic delay and the 
most crucial issue of urban air pollution. Here efforts are 
carried out to recognize most air pollution stimulating  traffic 
intersections in the city and  traffic volume surveys alongwith  
mission  survey  for  CO  and HC  pollutants  have  been  
conducted  at  some  of such intersections during some peak 
duration. 

MATERIAL AND METHODS 

Primarily on the base of  present scenario of  city traffic as well 
data of RTO-Surat & Surat Municipal Corporation (SMC) city 
area is classified on the base of  primary and secondary traffic 
intersections where air pollution fluctuates, however during 
such classification it is taken care that same categories of 
intersections are grouped in same group .(This identification of 
road intersections includes only intense pollution prone 
intersections, so not all intersections of city are included and it 
is also to be noted that survey work is carried out only at some 
of the following intersections till, remaining is under progress- 
Some more intersections may be identified at later stage of 
survey). Such categories of road intersections are defined on 
the base of traffic density, use of such intersections during day 
and night, average pollution level ,traffic delay on such 
intersection etc. According to this  two categories of road 
intersections , i.e primary and secondary are designated under 
this survey.(List of existing intersections under these 
categories are listed in Table-1 ).Mixed traffic conditions were 
observed during survey work at peak and slack timings. 

 

 

 

 

 



  

 

Table-1 Identified Primary Intersections 

Sr 

No 

Name of Intersection Assigned Id Type of Intersection     Name of Road 

1 Gujarat Gas Circle P1 Four arm Signalized 
roundabout 

Hazira Road 

2 Palanpur Patia P2 T-Type signalized Rander Road 

3 Sona Restaurant P3 Four arm signalized Rander Road 

4 Navyug College P4 Four arm staggered 
signalized 

Rander Road 

5 Sargam Shoping Centre P5 Four arm  staggered 
Signalized  

Dumas Road 

6 Chopati P6 T-Type signalized Dumas Road 

7 Athwagate flyover bridge P7 Four arm staggered 
signalized 

Dumas Road-Ring 
Road 

8 Majura Gate Circle P8 Four arm staggered 
signalized 

Ring Road 

9 Chowk Circle P9 Four arm signalized Stn Road 

10 Sahara Darwaja P10 T-Type staggered 
signalized 

Ring Road 

11 Delhi Gate P11 Four arm signalized Stn Road 

 

Table-2 Identified Secondary Intersections 

Sr 

No 

Name of Intersection Assigned Id Type of Intersection     Name of Road 

1 Choksi wadi S1 T-Type signalized Kadvapatidarwadi 
Arterial Road 

2 Bhulka Bhavan S2 T-Type signalized Hazira Road 

3 Rishabh Circle S3 Four arm signalized Rander Road 

5 Bhagal Circle S4 Four arm Signalized  Stn Road 
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FUTURE WORK 

Above scenario represents the need of detail survey at another 
intersections and model study of vehicular exhaust emission, 
However such thing can be carried out with conventional way 
of stastical modeling approach but with the modern trend of 
research has now opened the research prospects with 
geospatial base where numerous factors can be considered 
simultaneously for modeling analysis of pollutant emission at  
respective  geo referenced locations. GIS and GPS are the best 
modeling tools and analytical approach for this. Multi decision 
making can also be incorporate with the introduction of GIS 
and GPS study of identified intersections. So in such regard 
these two and other road intersections are planned to map with 
GPS and configured with GIS for detailed analysis of pollutant  
behaviour at typical intersection and it can be easily verified by 
implementing the model at same type and same traffic 
patterned intersection. 

 

CONCLUSION    

As from the obtained results it appears that  Old aged vehicles 
are prone to cause much emission of CO and HC than the new 
i.e (having the age less than 10 years) and also 2 Strokes 
vehicles are found with more concentration of CO and HC than 
4 Stroke. It is interested to note that despite of same type 
vehicles(i.e-2 stroke or 4-stroke) emission was found different 
due to vehicular age factor, adulteration of fuel, etc. Such 
factors should be analyzed simultaneously to get more concrete 
outcome of the modeling study to be carried out at said 
intersection. However in present case study survey was 
preliminary level survey but detail survey with more 
parameters and by incorporating seasonal variations is required 
to create geospatial model for the air pollution study at these 
and other remaining primary and secondary road intersections. 
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Abstract-: Space–time coding is a technique used in wireless 
communications to transmit multiple copies of a data stream 
across a number of antennas and to exploit the various 
received versions of the data to improve the reliability of data-
transfer. The fact that transmitted data must traverse a 
potentially difficult environment with scattering, reflection, 
refraction and so on as well as be corrupted by thermal noise 
in the receiver means that some of the received copies of the 
data will be 'better' than others. This redundancy results in a 
higher chance of being able to use one or more of the received 
copies of the data to correctly decode the received signal. In 
fact, space–time coding combines all the copies of the received 
signal in an optimal way to extract as much information from 
each of them as possible. This paper presents performance 
evaluation of concatenated Space Time code in Rayleigh 
Fading environment. This code uses Space Time Trellis Code 
as Outer code and space Time Block Code as inner code. 
Hence providing advantage of diversity of STBC along with 
STTC’s decoding advantage 

 

Section-1 

Space Time Block Codes: Introduction 
 
In the case of STBC in particular, the data stream to be 
transmitted is encoded in blocks, which are distributed among 
spaced antennas and across time. While it is necessary to have 
multiple transmit antennas, it is not necessary to have multiple 
receive antennas, although to do so improves performance [1]. 
This process of receiving diverse copies of the data is known as 
diversity reception and is what was largely studied until 
Foschini's 1998 paper. 
 
An STBC is usually represented by a matrix. Each row 
represents a time slot and each column represents one antenna's 
transmissions over time. 
 

A. Alamouti scheme with two transmitter one receiver [2] 
The scheme uses two transmit antennas and one receive antenna 
and may be defined by the following three functions: 

• The encoding and transmission sequence of information 
symbols at the transmitter; 

• The combining scheme at the receiver; 

• The decision rule for maximum likelihood detection. 

1) The Encoding and Transmission Sequence: At a given 
symbol period, two signals are simultaneously transmitted from 
the two antennas. The signal transmitted from antenna zero is 
denoted by s0 and from antenna one by s1. During the next 
symbol period signal     (-s1

*) is transmitted from antenna zero, 
and signal s0

*   is transmitted from antenna one  where * is the 
complex conjugate operation. This sequence is shown in Table I. 

 TX ant0 TX ant1 

Time t s0 s1 

Time t+T -s1
* s0

* 

 
 Table 1: the notation for the transmitted signals at the two 
transmit antennas 

Here encodings is done in space and time. The channel at a time t 
is modeled by a   complex multiplicative distortion h0(t) for 
transmit antenna 1 and  h1(t) for transmit antenna 2.We assume 
that the fading is constant across 2 consecutive symbols . 

h0 (t) = h0 (t + T) =α0 e jθ   ;  h1(t) = h1 (t +T ) =α 1e jθ   (1) 
where T is the symbol duration.  The Receiver symbols can now 
be expressed as  
r0 (t) = r0 (t + T) = h0 s0+ h1 s1 +n0 

r1 (t) = r1 (t + T) = -h0 s1
*
 +h1 s0 

* + n1  

 (2) 

Where r0 and  r1 are received signals at a time t and t+T and n0  
and  n1 are complex random variable representing receiver noise 
and interference.  Received signal r0 consist of signals s0 and s1 
and received signal r1 consist of the conjugate s1

* and s0
*   To 

determine the transmitted signals, we have to uncouple the 2 
equations and extract out measures of the transmitted signals 
from these equations .This is done in the combiner the combiner 
is associated by the channel estimator which provides perfect 
estimation of the channel parameters. 
The main advantages of the Alamouti scheme is that simple 
signal processing is performed to separate the signals s0 and s1 
respectively the estimates of the transmitted signals are formed 
as  

s0
~ = h0

* r0+ h1 r1
* 

            s1
~ = h1

* r0 – h0
 r1

*       

 (3) 
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Fig 1: 2 transmitter and 1 receiver system using BPSK 
constellation 

 
Fig 2: 2 transmitter and 2 receiver scheme using BPSK 

constellation 
 

 
Fig.3: 2 Transmitter and 2 receiver scheme using QPSK 

constellation 
 

It can be seen from the BER characteristics that with the 
Alamouti Scheme good error performance can be achieved at 
lower SNR. The BER performance is independent of modulation 
used so using this scheme even a lower complexity modulation 
system can perform better. Improvement in Performance can be 
achieved using diversity. i.e.  the system performance can be 
increased significantly by increasing the number of  transmitting 
and receiving antennas. 

 

Section II 

1) Space Time Trellis Codes: Introduction 
 

Space-Time Coding (STC) is an open loop transmission scheme 
that was introduced by V. Tarokh[5]. In STC, joint design of 
channel coding and modulation is done to create efficient 
transmission techniques which improve system performance by 
providing both the diversity advantage of multiple transmit 
antennas and coding gain. In [5], space-time codes based on 
trellis-coded modulation (TCM) are presented. These codes are 
called Space-Time Trellis Codes (STTC) and their performance 
was shown to be very good in slow Rayleigh fading 
environments. The receiver for these STTC schemes uses 
Maximum Likelihood Sequence Estimation (MLSE) and the 
decoding complexity for these schemes (measured in terms of 
number of trellis states) increases exponentially with 
transmission rate for a fixed number of transmit antennas. 

Space–time trellis codes (STTC) are a type of space–time 
code used in multiple-antenna wireless 
communications. This scheme transmits multiple, redundant 
copies of a trellis (or convolutional) code distributed over 
time and a number of antennas ('space'). These multiple, 
'diverse' copies of the data are used by the receiver to attempt to 
reconstruct the actual transmitted data. For a STC to be used, 
there must necessarily be multiple transmit antennas, but only a 
single receive antennas is required; nevertheless multiple receive 
antennas are often used since the performance of the system is 
improved by so doing. 

In contrast to space–time block codes (STBCs), they are 
able to provide both coding gain and diversity gain and have a 
better bit-error rate performance. However, being based on 
trellis codes, they are more complex than STBCs to encode 
and decode; they rely on a Viterbi decoder at the receiver 
where STBCs need only linear processing [5]. 

Space-Time block codes can achieve a maximum possible 
diversity advantage with a simple decoding algorithm. It is very 
attractive because of its simplicity. However, no coding gain can 
be provided by space-time block codes, while non-full rate 
space-time block codes can introduce bandwidth expansion[7]. 
STTC was first introduced by Tarokh, Seshadri and Calderbank 
[4]. It was widely discussed and explored in the literature as 
STTC can simultaneously offer a substantial coding gain, 
spectral efficiency, and diversity improvement on flat fading 
channels. 

B. Encoder Structure for STTC 

For space-time trellis codes, the encoder maps binary data to 
modulation symbols, where the mapping function is described by a 
trellis diagram. Let us consider an encoder of space-time trellis coded 
M-PSK modulation with nT  transmit antennas as shown in Fig.1[6]. 
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Where kυ , is the memory order for the k-th encoder branch. The 

value of kυ  for M-PSK constellations is determined by 

[ ]Mkk 2log/1−+= υυ    (11) 

The total number of states for the trellis encoder is 2υ .The m 
multiplication coefficient set sequences are also called the 
generator sequences, since they can fully describe the encoder 
structure. 
 
Decoding  
 
For STTC, the decoder employs the Viterbi algorithm to perform 
maximum likelihood decoding. Assuming that perfect CSI is 
available at the receiver, for a branch labeled by 

Tn
tttt

Txxxx ),.....,,( 21= , the branch metric is computed as the 
squared Euclidean distance  between the hypothesized received 
symbols and the actual received signals as 
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The Viterbi algorithm selects the path with the minimum path 
metric as the decoded sequence. 

Simulation Results: 

Assumptions: 

1. The generator sequences of a 4-state space-time trellis coded 
QPSK scheme with 2 transmit antennas are assumed to be: 

 g1=[0 2 ;2 0]  and g2=[ 0 1; 1 0] 

2. The encoder takes m=2 bits as its input at each time.  
3. The trellis consists of 2 υ =4 states, represented by state 

nodes. 
4. The Channel is assumed to be Rayleigh. 
5. The channel is known perfectly at the receiver. 

 

 

Fig 5: 4-state space-time trellis coded QPSK scheme 

From the fig. 5, We can say that Space Time Trellis codes 
provide improved error performance for wireless systems using 
multiple antenna. These codes can also provide the full diversity 
gain as well as coding gain. Performance can be improved by 
increasing the number of receive antennas but at the cost of 
increased decoder complexity. Another way to improve 
performance is either to increase constellation size or opt for 
higher state STTC. 

Section III 

Concatenated Space Time Code: Introduction 

Concatenation is also frequently employed in space time coded 
systems. In this case, the outer code is frequently a TCM system 
whose symbol are transmitted via an inner space time coded 
system [9][8]. 

In what follows, we combine space–time block codes with a 
trellis code to come up with a new structure that guarantees the 
full diversity with increased rate. Also, we show how to design 
the trellis code to maximize the coding gain. The result is a 
systematic method to design space–time trellis codes for any 
given rate and number of states.  
 

The System Model: 

The system can be described by the block diagram shown below. 
Space Time Trellis code is used as outer cod and Space Time 
Block Codes are used as inner code. The data modulator used in 
the work is QPSK modulator & channel is assumed to be 
Rayleigh.  

 

If x(t) represents the input bit stream  & s(t) is the STTC encoded 
data, we can model the system as: 

s(t)= STTCtx )}({ℑ ….. i.e. STTC encoding 

Here, 4 State STTC is considered and the generator used is the 
same as was used in STTC encoding. 
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Fig. 6. Proposed system for concatenated encoder and decoder. 

STBCtsI )}({
~

ℑ= ……i.e. STBC encoding 

The signal Xc(t) is the 2 bit QPSK modulated signal 
~
I . The 

QPSK signal may assign any of the four values possible i.e. 1+i, 
1-i, -1+i and -1-i. 

The system equation is then written as : 

)()(*)()( tWtXtRtY ccc +=    (12) 

Yc(t) & W(t) are channel response and channel noise(Rayleigh). 

Design of Concatenated code: 

After defining a system, the next problem is how to implement 
(Alamouti) on encoded STTC codes. For that purpose again 
consider the STTC encoder. For convenience it is shown below: 

 

 

Fig. 7: Encoder for space time trellis code 

 

Implementation of STBC on encoded STTC: 

In this work, following orthogonal design is used as transmission 
matrices: 
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Where * denotes the conjugate operation. 

Let the output of the STT encoder c1 and c2 are represented as: 
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The data stream can now be encoded according to Alamouti 
scheme as 
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In this manner without increasing the number of transmitting 
antennas significant improvement in the performance can be 
achieved.  

Decoding: 

Decoder structure for the concatenated code is similar to that 
used previously for STTC and STBC decoders. Let the received 
signals at the two receive antennas are r1 and r2, the data can be 
recovered by applying it first to the STBC decoder and extracting 
the signals c1 and c2 as follows: 

       c1
 = h0

* r0+ h1 r1
*  + h2

* r2+ h3 r3
*   

  c2
 = h1

* r0- h0 r1
*  - h2

* r3+ h3 r2
*         (16) 

The recovered data streams are then applied to the Viterbi 
decoder for further decoding.  

 

 

 

 

 



 

15 Simulation Results: 

 

 

 

 

 

 

 

 

 

Fig 8: SNR vs BER performance of proposed scheme 

 

For STTC, the decoder employs the Viterbi algorithm to perform 
maximum likelihood 

decoding. Assuming that perfect CSI is available at the receiver, 
for a branch labeled by 

Tn
tttt

Txxxx ),.....,,( 21= , the branch metric is computed as 

the squared Euclidean distance 

between the hypothesized received symbols and the actual 
received signals as 
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The Viterbi algorithm selects the path with the minimum path 
metric as the decoded sequence. 

In this work, a simple technique is proposed for designing an 
improved high-rate space-time code. The proposed design was 
based on a concatenation of an orthogonal space-time block code 
and an STTC encoder. A high-rate Concatenated-STTC design 
was achieved by expanding the cardinality of the space time 
block code before concatenates it with an outer STTC encoder. 
Signal orthogonality was exploited to keep decoding complexity 
of the proposed scheme relatively low. 

 

 

 

 

In the above fig. SNR vs. BER performances of three coding 
techniques using 4 PSK modulation are shown at frame size of 
64. We can observe that for an BER of 10-3 the required SNR for 
STBC is 10 dB, for STTC is 17 dB and for concatenated STTC is 
7 dB only.  

Section IV 

VII. CONCLUSION 
In the thesis work, simulation results are drawn for the three 
coding schemes namely: Space time Block Codes, Space Time 
Trellis Codes and Concatenated Space time code where STTC is 
used as outer code and STBC is used as inner code. 

From the simulation results of STBC it can be seen that this code 
provide performance independent of modulation technique 
employed. The performance can be further improved by 
increasing the number of transmit and receive antennas i.e. 
applying the diversity to this code. The most important point that 
we can observe is that this code performs with very high 
efficiency because of orthogonality property under Rayleigh 
fading environment compared to other codes. 

 

STTC is also simulated and the results are shown in chapter 3 
where it has been shown that this code can provide full diversity 
as well as coding gain. The performance improvement can be 
achieved by increasing the number of states but it increases 
receiver complexity. We can also observe that the STTC is 
sensitive to modulation employed & for getting better 
performance higher constellation size has to be used [5]. 

Here, to improve the performance of lower constellation size (we 
used 4 PSK), Concatenation of STTC with STBC is proposed. 
The simulation results show that the Concatenated STTC 
outperforms the two previous methods. 
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The performance gain that we achieve is at the cost of reduced 
code rate and increased receiver complexity. If code rate 
reduction can be tolerated, the proposed scheme shows very 
good results. Performance can be further improved by increasing 
the number of transmitting antennas.      
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   Abstract:-Data mining, the extraction of hidden predictive 
information from large database, is a powerful new technology 
with great potential to help Companies. Data Mining is the 
search for the relationships and global patterns that exists in 
large databases but is ‘hidden’ among the vast amount of 
data.Data mining achieves different technical approaches, such 
as clustering, data summarization, and learning classification 
rules, finding dependency networks, analyzing and detecting 
anomalies.  

Data mining activities are usually performed by three 
different classes of users: such as executives, end users and 
analysts. These users usually perform three types of data 
mining activity within a corporate environment: episodic, 
strategic and continuous data mining. Functions available with 
data mining are classification, clustering, association and 
many more. It concerned with marketing, insurance, banking 
and transportation like applications. 

Data mining may have problems like uncertainty, missing 
values, size of the data, data updating and more.  

The main objective of this paper is to overcome the brief 
introduction towards the different terms and next generation 
techniques of data mining.   

 
1. INTRODUCTION 

Data mining refers to the Knowledge Discovery in Data 
bases (KDD). Data mining techniques are identifying nuggets of 
information or decision making knowledge in bodies of data and 
extracting these in such a way that they can be put to use 
classification, prediction, data forecasting and decision making. 
Data mining is a powerful new technology with great potential to 
help companies focus on the most important information in their 
data warehouses. 

Data Mining is the search for the relationships and global 
patterns that exists in large databases but is ‘hidden’ among the 
vast amount of data, these relationships represent valuable 
knowledge about the database and the objects in the database. 

Basically data mining is concerned with the analysis of data 
and the use of software techniques for finding patterns and 
regularities in sets of data. Data mining analysis process starts 
with a set of data uses a methodology to develop an optimal 
representation of the structure of the data during which time 
knowledge is acquired.  

 
 
 
 
 
 
 

 
 

1.1 Data mining Architecture 
 

 
 

Fig 1. Data mining Architecture 
 
The ideal starting point is a data warehouse containing a 
combination of internal data tracking all customer contact 
coupled with external market data about competitor activity. An 
OLAP (On-Line Analytical Processing) server enables a more 
sophisticated end-user business model to be applied when 
navigating the data warehouse [5].  
 
2. DATA MINING MODELS 

There are two types of model or modes of operation,
which may be used to discover information of interest to the
user.  

2.1 Verification Model

The verification model takes input from the user and tests the 
validity of it against the data. The emphasis is with the user who 
is responsible for formulating the hypothesis and issuing the 
query on the data to affirm or negate the hypothesis.  

The problem with this model is the fact that no new 
information is created in the retrieval process but rather the 
queries will always return records to verify or negate the 
hypothesis. The user is discovering the facts about the data using 
a variety of techniques such as queries, multidimensional 
analysis and visualization to guide the exploration of the data 
being inspected.  
2.2 Discovery Model 

The discovery model differs in its emphasis in that it is
the system automatically discovering important information
hidden in the data. The data is sifted in search of frequently
occurring patterns, trends and generalizations about the
data without intervention or guidance from the user.  



3. DATA MINING PROCESS
Following are the processes/stages identified in Data 

Mining and Knowledge Discovery. The phrases depicted start 
with the raw data and finish with the extracted knowledge, which 
was acquired as a result of the following stages: 
3.1 Data Selection: Examining the entire raw data set identifies 
the target subset of data and the attributes of interest. This 
includes selecting or segmenting the data according to some 
criteria e.g. all those people who own a car, in these way subsets 
of the data can be determined.  
3.2 Data Cleaning: In this step, noise and outliers are removed, 
field values are transformed to common units and combining 
existing fields to facilitate analysis creates some new fields. The 
data is typically put into a relational format, and several tables 
might be combined in a de normalization step. Also the data is 
reconfigured to ensure a consistent format as there is a possibility 
of inconsistent formats because the data is drawn from several 
sources e.g. sex may recorded as f or m and also as 1 or 0. 
3.3 Transformation: The data is not merely transferred across in 
that overlays may be added such as demographic overlays in the 
market research. The data is made usable. 
3.4 Data mining: This stage is concerned with the extraction of 
patterns from the data. Data mining algorithms can be applied to 
extract the interesting patterns of data. 
3.4 Interpretation and Visualization: The patterns identified by 
the system are interpreted into knowledge, which can then be 
used to support human decision-making e.g. prediction and 
classification tasks, summarizing the contents of a database or 
explaining observed phenomena. The patterns are presented to 
end users in an understandable form, e.g. through 
visualization[1]. 

4. DATA MINING NEXT GENERATION TECHNIQUES. 
Data mining techniques are as follows: 
4.1 Cluster Analysis 

In an unsupervised learning environment the system has to 
discover its own classes. We can cluster the data in the database 
as shown in the Figure 1. The first step is to discover subsets of 
related objects and then find descriptions e.g. D1, D2, D3 etc., 
that describe each of these subsets.  
 
Fig 2. Discovering clusters and descriptions in a database 

 Clustering and segmentation basically partition the database so 
that each partition or group is similar according to some criteria. 
Clustering/segmentation in databases are the processes of 
separating a data set into components that reflect a consistent 
pattern of behavior. 

4.2 Induction 
Induction is the inference technique, which can be used to 

infer the generalized information from the database. Induction 
has been used in the following ways within data mining.  
4.2.1 Decision trees 

 
Decision trees are simple knowledge representation and they 

classify examples to a finite number of classes, the nodes are 
labeled with attribute names, the edges are labeled with possible 
values for this attribute and the leaves labeled with different 
classes. Objects are classified by following a path down the tree, 

by taking the edges, corresponding to the values of the attributes 
in an object.  

 
The following is an example of objects that describe the 

weather at a given time. The objects contain information on the 
outlook, humidity etc. Some objects are positive examples 
denote by P and others are negative i.e. N. Classification is in 
this case the construction of a tree structure, illustrated in the  

 

 
figure 2 which can be used to classify all the objects 

correctly.
 

Fig 3. Decision tree structure 
4.2.2 Rule Induction 

A data mine system has to infer a model from the database 
that is it may define classes such that the database contains one 
or more attributes that denote the class of a tuple is the predicted 
attributes while the remaining attributes are the predicting 
attributes. Class can then be defined by condition on the 
attributes. When the classes are defined the system should be 
able to infer the rules that govern classification. Production rules 
have been widely used to represent knowledge in expert systems 
and they have the advantage of being easily interpreted by 
human experts because of their modularity i.e. a single rule can 
be understood in isolation and doesn't need reference to other 
rules. The structure of such rules is in the form of if-then rules. 
 
4.2.3 Neural Networks 

Neural networks are an approach to computing that involves 
developing mathematical structures with the ability to learn. 
Neural networks can derive meaning from complicated or 
imprecise data and can be used to extract patterns and detect 
trends that are too complex to be noticed by either humans or 
other computer techniques. A trained neural network can be 
thought of as an "expert" in the category of information it has 
been given to analyze. Neural networks identify patterns or 
trends in data, they are good for prediction or forecasting. Neural 
networks use a set of processing elements (or nodes) analogous 
to neurons in the brain. These processing elements are 
interconnected in a network that can then identify patterns in data 
once it is exposed to the data, i.e. the network learns from 
experience just as people do. This distinguishes neural networks 



from traditional computing programs that simply follow 
instructions in a fixed sequential order. The structure of a neural 
network is shown in the figure 4. 

 
 

 
Fig 4. Structure of Neural Network 

The bottom layer represents the Input layer, in this case with 5
input labels X1 through X5. The middle layer is called the hidden
layer, with a variable number of nodes. The output layer in this
case has two nodes, Z1 and Z2 representing output values we
are trying to determine from the inputs. Neural networks
suffered from long learning times, which become worse as the
volume of data grows [2].  

 
4.2.4  Data Visualization 

Data visualization makes it possible for the analyst to gain a 
deeper, more intuitive understanding of the data and can work 
well for data mining. Data mining allows the analyst to focus on 
certain patterns and trends and explore in-depth using 
visualization. The volume of data in a database can overwhelm 
the data visualization but in conjunction with data mining can 
help with exploration.     

 
5. DATA MINING FUNCTIONS 

Data mining methods may be classified by the function they 
perform or according to the class of application they can be used 
in. The data mining functions are as follows. 

 
5.1 Classification 

The clustering techniques analyze a set of data and generate a 
set of grouping rules that can be used to classify future data. The 
mining tool automatically identifies the clusters, by studying the 
pattern in the training data. Once the clusters are generated, 
classification can be used to identify, to which particular cluster, 
input belongs. For example, one may classify diseases and 
provide the symptoms, which describe each class or subclass [5]. 
 
5.2 Association 

Given a collection of items and a set of records, each of which 
contain some number of items from the given collection, an 
association function is an operation against this set of records which 
return patterns that exist among the collection of items. These 
patterns can be expressed by rules such as "72% of all the records 
that contain items A, B and C also contain items D and E." The 
specific percentage of occurrences (in this case 72) is called the 

confidence factor of the rule. Also, in this rule, A, B and C are said 
to be on an opposite side of the rule to D and E. Associations can 
involve any number of items on either side of the rule.  

A typical application that can be built using an association 
function is Market Basket Analysis. Thus, by invoking an 
association function, the market basket analysis application can 
determine affinities such as "20% of the time that a specific 
brand toaster is sold, customers also buys a set of kitchen gloves 
and matching cover sets."  

A supervised machine learning task involves constructing a 
mapping from input data (normally described by several 
features) to the appropriate outputs. In a classification learning 
task, each output is one or more classes to which the input 
belongs. The goal of classification learning is to develop a model 
that separates the data into the different classes, with the aim of 
classifying new examples in the future.  

Given a new example, the ensemble passes it to each of its 
multiple base models, obtains their predictions, and then 
combines them in some appropriate manner (e.g., averaging or 
voting).  
 
5.3 Sequential/Temporal patterns  
Sequential/temporal pattern functions analyze a collection of
records over a period of time for example to identify trends. The
identity of a customer who made a purchase is known, an
analysis can be made of the collection of related records of the
same structure. Sequential pattern mining functions can be
used to detect the set of customers associated with some
frequent buying patterns. For example a set of insurance claims
can lead to the identification of frequently occurring sequences
of medical procedures applied to patients which can help
identify good medical practices as well as detect some medical
insurance fraud.  

 
5.4 Clustering and Segmentation 

Clustering and segmentation are the processes of creating a 
partition so that all the members of each set of the partition are 
similar according to some measure. A cluster is a set of objects 
grouped together because of their similarity or proximity. When 
learning is unsupervised then the system has to discover its own 
classes i.e. the system clusters the data in the database. Using the 
rules or functions can 
Form the cluster. 
 
6. DATA MINING ACTIVITIES AND USERS 

Data mining activities are usually performed by three 
different classes of users: executives, end users and analysts. 
• Executives spend much less time with computers than the other 

groups. 
• End users are sales people, market researchers, scientists, 

engineers, physicians, etc 
• Analysts may be financial analysts, statisticians, consultants, or 

database designers. 
These users usually perform three types of data mining activity 
within a corporate environment: episodic, strategic and 
continuous data mining. 
In episodic mining we look at data from one specific episode 
such as a specific direct marketing campaign. Analysts usually 
perform episodic mining. In strategic mining we look at larger 



sets of corporate data with the intention of gaining an overall 
understanding of specific measures such as profitability. In 
continuous mining we try to understand how the world has 
changed within a given time period and try to gain an 
understanding of the factors that influence change [9]. 
 
7. DATA MINING APPLICATIONS 

Data mining has many and varied fields of application, some 
of which are listed below.  

• Marketing: Identify buying patterns from customers & Market 
basket analysis. 

• Banking: Detect patterns of fraudulent credit card use & 
Identify `loyal' customers. 

• Insurance and Health Care: Claims analysis, Predict which 
customers will buy new policies & Identify fraudulent 
behavior.  

• Transportation: Determine the distribution schedules & 
analyze loading patterns [7]. 

 
8. DATA MINING PROBLEMS 
As data mining discovering the hidden knowledge from the 
available data, it also has some problems describing below: 

• Limited Information: If some attributes essential to knowledge 
about the application domain are not present in the data it is 
impossible to discover significant knowledge about a given 
domain.  

• Noise and missing values: Error in either the values of 
attributes or class information are known as noise. We have to 
omit the corresponding records of missing data or average over 
the missing values using Bayesian techniques. 

• Uncertainty: Uncertainty refers to the severity of the error and 
the degree of noise in the data.  

• Size, updates, and irrelevant fields: Databases are large and 
dynamic & their contents are changing as information is 
added, modified or removed. So, it is difficult to ensure that 
the rules are up-to-date and consistent with the most current 
information.  

 
9. CONCLUSION 

This paper comprehensively describes various terms and 
techniques of data mining. Also giving the concepts regarding 
functions, applications and processes of Data Mining. Data 
Mining or Knowledge Discovery in Databases (KDD) is the 
nontrivial extraction of implicit, previously unknown, and useful 
information from data. 
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Abstact-:Wireless Sensor Network is data centric network that 
works on query reply mechanism with various types of quires. 
Rumor routing is of the data centric routing algorithm for 
Wireless Sensor Networks. Literature shows that Rumor 
routing algorithm is energy efficient than the Ant Colony 
Optimization, Gossip Routing, Deterministic Flooding and 
Directed Diffusion. Data centric WSN works has various types 
of quires that govern the traffic patters of WSN.  In our work 
we have exploited this key feature of Data centric WSN for 
improving the energy efficiency of Rumor routing algorithm. 
Based on information requirement, we have classified quires in 
two parts, instantaneous queries and continuous queries.  
Using this query classification we have optimized the Rumor 
routing for different types of traffic patterns.  Our simulation 
result shows significant reduction in energy consumption after 
applying our optimization over Rumor Routing algorithm 
which we called Optimized Rumor Routing. 

I. INTRODUCTION 
In recent years many Network Layer protocols have been 
designed for routing in Wireless Sensor Networks (WSN). 
Karaki and Kamal in [9] gave the survey of routing protocols 
used in WSN. They have classified the routing protocols based 
on their node deployment strategy (deterministic or 
probabilistic), data reporting strategy (time driven, event driven, 
query driven or hybrid) and Energy consumption strategy 
without losing accuracy.  Based on this survey Rumor Routing 
[1] can be classified as data centric kind of routing algorithm for 
WSN. Mainly Rumor routing algorithm is used when the 
geographical location of deployed nodes are unknown. For an 
example, randomly deployed environment monitoring network or 
habitat monitoring network uses Rumor routing as Network 
Layer routing protocol.  

In WSN Data collection is divided into two parts query flooding 
and event flooding. Both the flooding mechanism creates energy 
overhead in WSN.  Recent literature on WSN shows that many 
proposed schemes try to control query flooding and event 
flooding to reduce energy overhead of data collection. Rumor 
routing algorithm is a logical compromise between query 
flooding and event flooding. Ref. [4] has defined zonal rumor 

routing which increases the query delivery rate by introducing 
zones in WSN.  Ant colony algorithm [5] was used to know the 
behavior of the event agents or query agents, while in directional 
rumor routing [6] algorithm uses straight line approach instead 
for the random walk. Zonal rumor routing introduced by [4] 
shows that rumor routing is an energy efficient algorithm 
compared to gossip based routing, directed diffusion, Ant Colony 
Optimization and Deterministic Flooding. The randomized rumor 
routing algorithm increases the robustness of rumor routing 
algorithm.  As shown above, literature in Rumor routing focuses 
on the query propagation model but they have not used the 
knowledge available in the query.  In the paper we have used that 
available query knowledge to increate the efficiency of Rumor 
routing in data collection. To achieve this we have classified the 
query according to their need of information. As the traffic in 
network depends on the type of query generated by the network, 
use of available knowledge in query reduces the network traffic 
and gives longer network lifetime.  Our proposed approach is 
complementary to all the suggestions proposed above and helps 
them further in improving the performance of network.  

Rest of the paper is organized as follow. Section 2 covers 
working of our Query aware rumor routing protocol, section 3 
covers algorithm for the different nodes and Section 4 covers our 
simulation results. We have concluded our paper in section 5 
with discussion and future work.  

II. 2. QUERY AWARE RUMOR ROUTING 
Rumor routing is a data centric routing algorithm. Such 
algorithms are used in networks where nodes are unaware of 
their geographical location. In Rumor routing, rumor is 
information about the event or a query for certain events, which 
is routed in the network. As nodes don’t know the geographical 
location of destination or neighboring nodes, nodes transmit the 
information in the form of event or query agent. The node which 
generates the event is called the event node. Same way any node 
that wants to know about the event, will transmit the query agent 
and such a node is called the query node. In the network at the 
node where query agent and event agent meet each other or they 
both go through the path visited by each other they exchange the 



information. By this they came to know about each other and 
thus the path is formed between event node and query node. Now 
the information will be passed through this path in both 
directions. Rumor routing is a logical compromise between event 
and query flooding.   Following is list of terms we have use in 
our algorithm.  

Table 1: Terms Used in Algorithm 

Event Agent An Event Agent is a packet that is 
responsible for spreading rumors 
about the events in the network. 
Each agent is associated with the 
time to live (TTL) that determines 
the number of hops that agent can 
traverse before it dies. An agent 
maintains an event list and a visited 
node history list. 

Query Agent A query is a request packet for 
receiving information on a particular 
event. Each query is associated with 
a time to live (TTL) that determines 
the number of hops the query can 
make. A query is considered 
undelivered when it does not reach 
its destination before the expiration 
of TTL. Like an event agent, a query 
agent also maintains a list of visited 
nodes or zones in a history list. 

Event List This list stores the event names and 
the distance to the events. Agents 
and nodes maintain their respective 
event lists. 

Neighbor 
List 

In case of Rumor Routing, neighbor 
list stores the node ids of the 
neighbors. 

History List In case of Rumor Routing, history 
list stores the node ids of the 
previously visited nodes.  These lists 
maintain soft state information.  

Communicat
-ion Range 

 Communication range is the 
maximum distance that a node can 
send packet through wireless 
transmission. Therefore each node 
can send packet to other nodes that 
are within its communication range. 

Sensing 
Range 

This is the maximum range of each 
sensor node in which a sensor can 
detect the events. A sensor can 
detect multiple events occurring 
within its sensing range. 

Event path Along with spreading the rumor, the 
agent also constructs the event path, 
which is the shortest distance to the 
event the agent has discovered yet. 

 

Thus the energy consumed by event node and query node for 
communication is N*V*I, where N is number of nodes over path 

length and V is voltage  needed for one node to transmit the data 
to the neighbor node on the path established by rumor routing 
and I is the drawn current. 

a) Optimized rumor routing algorithm: 

In the traditional rumor routing explained by [1], once the path is 
established between event node and query node, every query 
dispatched from query agent will go to event node for the 
information. In our algorithm we optimized the energy 
consumption of the network by using the knowledge available in 
query. We have classified the query in to two parts. This 
classification is based on the requirement of information for the 
particular event for which a query agent has been dispatched 
from a query node.  

 One type of the query needs the instantaneous information about 
an event (an over view of event) which is provided by the event 
agent when it meets the query agent while searching the path 
towards query. After that this query agent will come back to the 
query node. This kind of query agent does not need to go to the 
event node as its requirement of information is fulfilled. Total 
power consumed by this query is message transmission cost from 
query node to the meeting point of query agent and event agent. 
Here query need not have to go to event node so the total power 
consumption is lesser then the original rumor routing algorithm.  
Second type of agent needs the information about the event for 
the longer time span and asks for more information about the 
event. This kind of query agent will go to the event node because 
it needs more information about the event compared to 
instantaneous information oriented query agent. The query is 
classified before query node sends the query in the network. The 
result shows that the significant reduction in power consumption 
has achieved after applying proposed optimization technique in 
rumor routing algorithm on wireless sensor networks.  

Let us take one simple exam suppose fire occurs at any node A, 
node B which is a query node needs information about the 
instantaneous temperature information at that node. Now for this 
information query agent of node B need not required to reach 
event node A. the information about the temperature will be 
available by the event agent itself. Now suppose the another  
query from the node B need the regular update on information 
about the temperature from the event node. In this case query 
agent requires going to the event node to make it aware of period 
event dispatch. This requires the same power as used in 
traditional Rumor routing Algorithm.  In the following section 
we have shown the algorithms that runs our Query Nodes, Event 
Nodes and Intermediate Nodes. 

 



III. 3.  ALGORITHM 
In the above section gives the working principle of our optimized 
rumor routing algorithm.  This work is complementary to the 
other suggested algorithms and helps in improving the 
performance of the rumor routing algorithm.  In this section we 
have given the steps needed to perform at different nodes in the 
network. 

A. Query Node: 
Query node generates the query to get the information from 
network about the event.  If path information about the event 
exists at query node then node takes next node to send query 
from that path, other wise they chose one of the neighboring 
node randomly and sends the query to that node.  In the case if it 
receives the event information it store the path for the future use. 
The steps for the Query node are give below. 

Steps for the Query Node 

1 Set Communication Range 

2 Set Query Frequency  

3 Send  k random Hello Packet 

4 Wait for Neighbor Hello Packet for Predefine 

time 

5 Set Query Type 

6 Send Query Base on Query Type and Query 

Configuration 

7 If Path present for event 

8   Use neighboring node from  path 

9     Else 

10 Select node randomly from  neighbor list 

11 Send Query with TTL 

12 Repeat Step 8 base on Step 6 

13 On Receive Event Agent  

14  Get Path Information form Agent 

15 Store  information in list with purge time 

16  On purge time Remove Entry from Query Node 

B.  

C. Source/Event Node: 
Node that senses the environment and generative the data are 
called source nodes or event nodes. Event node sends the 
information toward the Query nodes in the event agents.   

 

 

Steps for the Query Node 

1 Set Communication Range 

2 Set Event Frequency  

3 Send  k random Hello Packet 

4 Wait for Neighbor Hello Packet for Predefine time 

5 Set Event Type 

6 Send Query Base on Query Type and Query 

Configuration 

7 If Path present  

8 Use next hop node from path 

9 Else 

10 Select Random Neighbor Node 

11 Send Query with TTL 

12 Repeat Step 11 base on Step 6 

13 On Receive Event Agent  

14 Get Path Information form Agent 

15 Use this information for future with purge time 

16 On purge time Remove Entry from Query Node 

 

D. Intermediate Node: 
Intermediate node receives the query agents and event agents and 
forwards them according to algorithm.  In the case that node has 
query agent and receives the event agent it uses that information 
for query agent and forward the event on query path. On 
receiving query agent when it has related event agent it follows 
the same processer. In addition based on the query type it either 
forwards the query agent towards the event node or drops query 
agent and do not forward it.  

Steps for the Intermediate Nodes 
1 Receive the query and event agent  
2 If only query or only event agent  
3 Store the query and event agent  
4 If TTL is not zero 
5 Forward received query or event agent 
6 Else  
7 Drop query or event agent 
8 Else  
9 Forward query or event, base on received    

event or query information respectively 
10 If  long term query  
11 Forward query to event node 
12 Else   
13 Drop query 

 



Intelligent behavior of intermediate node based on query 
information helps the network to reduce the forwarded packets in 
the network.  

IV. 4.  RESULTS 
In our simulation we have compared our query based Rumor 
routing algorithm with traditional Rumor routing algorithm.   To 
compare both the protocols we have used the scalability of the 
network, transmission range of nodes and communication range 
as parameters. Algorithms are evaluated for the energy 
consumption requirement for different sets of parameters.  In 
addition we have tested both the algorithms with different 
topological structures. For this purpose we took two topological 
structures one is grid and other is random node distribution. In 
our simulation for fix deployment region we have increased the 
node density per unit area, transmission range and query/event 
frequency and compared the standard rumor routing with our 
optimized rumor routing on the basis of energy consumption. In 
random node deployment we have assumed that for fixed power 
consumption per node, we are getting the connectivity which 
includes at least one node in its communication range. 

     Result in figure 1 shows the energy consumption in grid 
structure. Here we have increased the network size by increasing 
node density per unit area and analyzed the energy consumption 
of the network. Result shows that with optimization plotted in 
red line have lower energy consumption compared to without 
optimization shown in blue line. For random node deployment, 
the result is shown in figure 2. 

 

Figure 1: number of nodes vs. power consumption (fixed grid 
structure)  

 

 

Figure 2: number of nodes vs. power consumption (random node 
deployment) 

Here also red line shows the energy consumption due to 
optimized rumor routing while blue line shows the energy 
consumption due to traditional rumor routing. Result shows the 
significant reduction in energy consumption using optimized 
rumor routing algorithm. 

    The communication range is one of the parameter on which 
the network traffic depends on. For this query frequency is 
another parameter that we have used for comparing the both 
routing algorithms. The effect of communication on energy 
consumption has been evaluated both on grid as well as random 
structure.  The figure 3 below shows the energy consumption for 
fixed grid structure for various communications ranges 6, 7, 8, 9, 
10 and 11. 

 

Figure 3: Communication range vs. power consumption for fixed 
grid structure. 

For same ranges of communication we have changed the 
topological structure by random deployment. In both the figures 
red line shows the optimised rumor routing algorithm and blue 
line shows the traditional rumor routing algorihtm. 
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Figure 4: Communication range vs. power consumption for 
random node structure. 

The significant improvement in energy consumpsion is clearly 
visible in all four graphs. The assumption over here is made that 
we can not take query node itself as event node. If we are taking 
a query node as event node also the results may differ. 

Future work 

We can change the query frequency (query agent per second) for 
single event as well as for multiple events. Also we can apply the 
above idea and algorithm for random and fixed grid structure. 

V. CONCLUSION  
      In this paper we have proposed the query based Rumor 
routing algorithm which uses the information available in the 
query agent for the optimize routing.  We have classified the 
query in two part instantaneous and long term queries. Based on 
this classification intermediate node makes their decision about 
the query forwarding.  We have compared our algorithm with the 
tradition Rumor routing algorithm; simulation shows that our 
algorithm consumes the less energy and more energy efficient 
than the traditional algorithm.  
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Abstract:-The fabrication of macropore arrays in silicon by 
photo electrochemical etching technique in hydrofluoric acid 
(HF) solution is presented in this article. The formation of 
pore arrays with high aspect ratios by electrochemical 
etching of n-type silicon in hydrofluoric acid is a well 
established technique. The macropore morphology depends 
sensitively on the anodization conditions such as current 
density, etching time, HF concentration, light and bias 
voltage as well as on substrate properties such as orientation. 
When macroporous silicon is metallized with Nickel plating 
and filled with scintillating powder it acts as a waveguide for 
the visible light, and can improve X-ray detectors. By 
improving the quality of the macropores viz depth, width, 
flat wall, and flat bottom, one would improve the image 
quality of an X-ray detector. 

1. Introduction 

This article is the result of a project in applied sensor
technology at Mid Sweden University. The project is
focused on the fabrication of macropores in silicon.  

Fabrication of macropores by electrochemical etching in
optional patterns pre‐determined by photo‐lithography
has been known since 1990. The working of X‐ray imaging
detectors is based on this photo electrochemical growth
process. V.Lehmann and U. Gruning [1] etched 2µm deep
pores by using a 4Ω n‐type substrate. According to them
the smallest pore diameter realized so far in a regular
macropore array is about .3 µm. Xavier Badel [2] achieved
pore depth of 380µm, pore spacing of 30µm and wall of
3µm.  

Macropores are useful in X‐ray imaging detector. Different
parameters like temp, time, voltage, current and conc. of
HF solution can vary the quality of the macropores. The
macropores were plated with Ni and filled with
scintillating powder Terbium doped gadolinium
oxysulphide (Gd 2O 2 S:Tb). Then this device was tested for
X‐Ray sensitivity using dental X‐ray  source.  

2. Electrochemical Etching of silicon 
 
Electrochemical etching involves both acid and positive 

charged holes to dissolve the material. Silicone can be etched 
with hydrofluoric acid (HF), the etching rate can be controlled by 
adjusting the number of holes reaching the surface. One of 
several reactions that take place during the etching is:  

222 SiFhFSi →++ +−   
and  

42 2 SiFFHSiF →+ [2]  
 
This uses two holes to dissolve one silicone atom. A similar 

reaction also takes place using four holes to dissolve one silicon 
atom. Other reactions are possible as there are many ions in the 
solution: (HF)2-, F-, OH-, F-, H3O+. Because the holes are used, 
new holes have to be supplied by external means. In n-type 
silicone holes are created by exposing the back of the wafer with 
light, a bias voltage move the holes to the surface of the wafer.  

 
By measuring the current density and calculating the number 

of holes used during the etching, it is possible to decide which 
reaction is dominant. If the average number of holes used is close 
to two, this will result in porous etching of the silicon. Whilst if 
the number of holes is close to four, electro polished etching will 
occur. Between porous and electro polished etching there is an 
transition region where the current density is defined as Jps.  

 
During etching of macropores the applied voltage will 

produce a “Space Charge Region”[3] that focuses the holes on to 
the tip of the pore, hence only at the pore tip etching will occur.  

 
Figure 1 

 
The current density at the pore’s tip is equal to Jps and the 

number of holes used to dissolve a silicon atom is approximately 
2.6 during macropore formation. An increase in the bias voltage 
will reduce the space charge region, this will increase the pore 
diameter and reduce the wall thickness.  
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3. Experimental process 

N‐type, <100> orientation, 1000Ωcm resistance silicon
wafers were taken for the experiments. Pyramids were
etched with KOH form a good start for macropores

Figure 2 Cross‐section of a wafer
 

 The backside of the wafer is covered with Aluminium that 
supplies a good electrical contact for the bias voltage. In this case 
a halogen lamp was used on the backside providing the holes. So 
a grid of aluminium is made so light can get through and create 
holes. 

 
 
 
 
 
 
 
 
 
 
 
 

 
                        Figure 3  Experimental setup 
 
The container is made of PVC which is resistant to HF. A 

platinum electrode are mounted which is used for bias voltage. 
The light source is located at the back side of the sample.  

 
4. Equations 
The HF concentration c in percentage of weight (wt% ),
was calculated as follows:

(Eq. 1)

If the concentration of HF used in the experiment was 4.2
wt% then a total of 4dl solution was prepared for the
experiment which includes 300ml of H2O, 100ml of
ethanol and 30 ml of HF50% solution.

The critical current density in <100> N‐type Si‐wafer is
calculated by:

    (Eq. 2)

C = 3300A/cm2, c = HF conc., Ea=0.345eV and k=Boltzmans
constant.  

The pore diameter with square pores is calculated by:

)/( psJJpd = (Eq. 3)

p=spacing of the pores, J=etching current.

If the HF concentration is changed then the Jps also
changes, the new Jps is calculated by:

2/3

1

2
12 ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
×=

c
cJJ (Eq. 4)    

5. Metallization  

The electroless Ni plating technique was used to metallize
the macro porous silicon. The composition of the
electroless Ni plating bath was essentially the same as that
reported by S Dhar  and S Chakrabarti. [4]

The temp of the bath is kept at room temp in a ultra sonic
bath, and samples were kept in this solution for 10 min to
60 min.

When metallized the walls of pores acts as reflecting
surface for the visible light, hence the porous silicon acts
as a wave guide for the light concentrating it on the CCD.

Figure 4   SEM picture of plated pores. 
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High current density led to more electro polishing which
explains the flat pore bottoms and the thinner walls.

8. Conclusion 

I successfully fabricated macropores over 310 µm deep.  
 
From the above experiment it can be inferred that current does 

not effect the etch rate. The etch rate is dependent on HF 
concentration. And we get deeper pores when the setup is kept 
for longer period of time. 

 
The polishing of the pores depends on the current. At high 

current we got thin walls and flat bottoms as can be seen in 
figure 9.  

 
Little time was used fore metallization and the plating process 

was not optimized for plating of macropores. There for the 
plating result was not as good as expected.  

 
We were unable to completely fill the pores with scintillator 

powder. Due to limited time no effective method for filling pores 
were found.  So the X-ray detector was not working satisfying. 
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ABSTRACT: Efforts have been directed to study and analyze 
the behavior of a magnetic-fluid-based squeeze film between 
curved rough circular plates when the curved upper plate (with 
surface determined by an hyperbolic expression) approaches 
the stationary curved lower plate (with surface governed by a 
secant function). The lubricant used is a magnetic fluid in the 
presence of an external magnetic field oblique to the radial 
axis. The associated Reynolds equation is then solved with 
appropriate boundary conditions to obtain the expressions for 
pressure and load carrying capacity. The numerically 
computed results are presented graphically. It is found that 
load carrying capacity increases with increasing magnetization. 
Further, it is seen clearly from the figures that the performance 
of the bearing system gets significantly enhanced due to the 
magnetization. It is observed that the load carrying capacity 
increases with respect to the curvature of the upper plate while 
a symmetric distribution takes place with regard to the lower 
plate’s curvature parameter.. The analysis as well as the figures 
suggests that the bearing performance might be improved 
considerably by a proper choice of both curvature parameters 
in the presence of a magnetic fluid as lubricant. In addition 
this article also provides some measures to extend the life 
period of the bearing system. 
 
1. INTRODUCTION 
 Murti [1] discussed the squeeze film behavior between a 
curved upper plate and a flat lower plate and established that the 
load carrying capacity rose sharply with curvature in the case of 
concave pads. Gupta and Vora [2] studied the corresponding 
problem for annular plates. In the above studies the lower plate 
was considered to flat one. Ajwaliya [3] analyze the problem of 
squeeze film behavior by modifying the approach of Gupta and 
Vora [2] taking the lower plate also curved. According to his 
investigations such situation could be found useful in design of 
machine elements like clutch plates and collar bearings. In all the 
above investigations conventional lubricants were used. Verma 
[4] and Bhat and Deheri [5] analyzed the squeeze film behavior 
between porous plates. It was concluded that the application of 
magnetic fluid lubricant enhanced the performance of squeeze 
film. However they assumed that the plates were flat. But in 
actual practice, the flatness of the plate does not endure owing to 

elastic, thermal and uneven wear effects. With this end in view, 
Patel and Deheri [6] analyzed the behavior of the magnetic fluid 
based squeeze film between curved plates determined by secant 
functions. They found that the magnetic fluid lubricant improved 
the performance of the bearing.  

Here an attempt has been made to deal with the performance of a 
magnetic fluid based squeeze film between a curved upper plate 
lying along a surface determined by hyperbolic function and a 
curved lower plate along the surface governed by secant 
function. 

2. ANALYSIS 

The configuration of the bearing is as shown in Figure 1. It is 
assumed that the upper plate lying along the surface given by  

;
1

1
0 ⎥⎦

⎤
⎢⎣
⎡

+
=

Br
hZu

ar ≤≤0       (1) 

Approaching the lower plate lying along the surface 

[ ];1)sec( 2
0 −−= CrhZl  ar ≤≤0                            (2) 

with the normal velocity ,0
0

.

dt
dh

h = where 0h  is the central 

distance between the plates, and B and C are the curvature 
parameters of the corresponding plates. The central film 
thickness )(rh then is defined by  
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+
= 1)exp(

1
1)( 2

0 Cr
Br
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Assuming axially symmetric flow of the magnetic fluid 
between the plates under an oblique magnetic field 

( ),),(sin)(,0),,(cos)( zrrHzrrHH ϕϕ=  



whose magnitude H vanishes at ar = , the modified Reynolds 
equation governing the film pressure p is [4, 5, 6] obtained as   

                                          
.
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where 0μ is the free space permeability, μ  is the magnetic 

susceptibility and μ is the fluid viscosity. Taking, for instance  

)(2 raaH −=      (5) 

and remembering that the magnetic field arises out of a potential, 
it can be shown that ϕ the inclination angle satisfies the equation  

)(2
1cot

raZr −
=

∂
ϕ∂

+
∂
ϕ∂

ϕ
   

 (6) 

whose solutions are  

raecC −=ϕ22
1 cos  and )(2 2

11 rCaCZ −−−=  

1C being a constant of integration. 

Introducing the dimensionless quantities 

,
0h

hh =
a
rR = , Ba=B , 2Ca=C , 

0

.

3
00*

h

h

μ

μμ
−=μ                              

(7) 

and solving the Reynolds equation (4) using Equations (3) and 
(5) in view of the boundary conditions  

,0)1( =P  
2
*μ

−=
dR
dP

 when 0=R    (8) 

(which physically mean that the pressure vanishes on the 
boundary of the bearing and that there is a radial flow from the 
axis due to magnetization), the dimensionless pressure and load 
carrying capacity obtained  respectively form  
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3. RESULTS AND DISCUSSIONS 

Expressions for dimensionless pressure P and load carrying 
capacity W are presented in equation (9) and (10) respectively. 
From these two expressions it is clearly seen that the pressure 
increases by  

)1(
2
* R−

μ
 

while the increase in load carrying capacity is  

12
*μ

 

as compared to the case of conventional lubricant. 

 Figures 2-3 present the variation of load carrying 
capacity with respect to the magnetization parameter for various 
values of the upper plate’s curvature parameter and lower plate’s 
curvature parameter respectively. It is clearly seen that the load 
carrying capacity increases significantly with increasing values 
of magnetization parameter. In Figures 3-4 once can visualize the 
effect of the curvature parameters on the load carrying capacity. 
The upper plate’s curvature parameter increases the load carrying 
capacity while the lower plate’s curvature parameter decreases 
the load carrying capacity. Further, the negative curvature of the 
lower plate tends to increase the load carrying capacity. Besides, 
the effect of *μ  is negligible up to the value 0.01. Further the 
symmetric distribution is with respect to lower plate curvature 
parameter(Figure 4). 

 4. CONCLUSION 

            This article reveals that the performance of the bearing 
system can be improved considerably by choosing the 
magnetization parameter and curvature parameters of both the 
plates suitably. 
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Figure: 1 Configuration of the bearing system. 

 

Figure: 2 Load carrying capacity with respect to *μ  and B 

 

Figure: 3 Load carrying capacity with respect to *μ  and C 
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Figure: 4 Load carrying capacity with respect to C and B 
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ABSTRACT 

This review paper deals with the design and 
working of “Solar Powered Seed Sprayer”. The 
solar seed sprayer is mainly use for agricultural 
purpose. It works under non-conventional energy 
which is the ultimate source for all living beings. 
The solar energy is converted into electrical with 
the help of solar cells. The converted electrical 
energy is completely stored in the battery and 
utilized to run a D.C. motor. Different kind of 
seeds can be sowed using this sprayer unit which 
also includes spraying solid substances and 
powder particles. It can be operated by a single 
person and is capable of covering an area of 6 
hectares land in a single day. 

Key words: Solar seed sprayers, solar cell, lead acid 
battery, D.C. motor and hopper. 

INTRODUCTION 

It is often said that food, clothing and shelter are the 
three basic needs of man kind. All the above three 
are based on agriculture. Agriculture is known to our 
people for thousands of years. But still our farmers in 
the villages are using only old-age technology. The 
population in our country has increased at least 3 
times since our independence. The agricultural land 
has diminished in size and these lands have been 
diverted for industrial and domestic purposes. 

For improving the productivity of our agricultural 
lands, it is stressed that they might employ high 
technology in every activity. Hence it will be in the 
fitness of things to design a device which can be 
operated annually. Therefore the idea of solar 

powered seed sprayer becomes very helpful. 
Agriculture starts with sowing of seeds and fertilizers  

 

and this particular activity have to carry out several 
times.  

Hence if manually operated sprayer is designed it 
will prove to be a small but very effective step for 
achieving a high potential in growth.  

• Solar Energy – A Boon to Mankind. 

Solar radiation is among the promising new 
source of energy. India receivers annually over 60 x 
1000 MWH of solar radiations with a span of 3000 – 
3200 hrs. in Rajasthan, Gujarat, West of Madhya 
Pradesh and North of Maharashtra. Also around 2600 
– 2800 hrs in the rest of the country excepting 
Kerala, Assam and Kashmir. Energy from the sun 
can be utilized in multi-various ways. It can be 
tapped directly from solar radiation in the form of 
thermal, thermodynamic and photo voltaic energy 
and indirectly through other related sources like 
wind, hydro power and ocean energy available on the 
planet Earth. The contribution of these sources in the 
total consumption of energy in the world is about 15 
% only. 

Traditionally, the utilization of solar energy has 
been confined to drying of agricultural products such 
as grains, maize, paddy, ginger, cashew, pepper, 
tobacco, fish and food drying. Its commercial 
application has been limited to production of 
common salt and other marine chemicals like potash, 
cromide and magnesium salts. 
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CONCLUSION 

Today as we are facing the problems of the 
Global Warming, the concept of the Solar operated 
Seed Sprayer givers a good alternative for future use. 
Also this device is much useful in the agricultural 
countries like India. This device is simple and can be 
easily operated. Also the results have proved that the 
working of this sprayer is quite satisfactory for most 
of the seeds and fertilizers to be sprayed very 
frequently. Moreover the device can also me 
modified as per the requirements of the demand by 
changing the motor and battery capacity. Further 
developments can also be done in the design of the 
seed sprayer for increasing the efficiency of the 
sprayer. 
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ABSTRACT  

 
Many industrial applications use combination of Flow system 
and turbomachine to maintain required fluid flow rate. In these 
applications power consumption can be minimized by selecting 
appropriate turbomachine. In this paper, two Flow Systems are 
tested and potential uses of test results for prediction of Flow 
system characteristics and in selection of appropriate 
turbomachine are discussed. 
 
Introduction 
Power consuming fluid machines like pump, blower and fans are 
required to maintain flow through pipeline, duct or device. Here 
system made up by using pipeline, fittings and devices is known 
as Flow system and it is fitted externally with fluid machine.  
 
CHARACTERISTICS OF FLOW SYSTEM 
AND OPERATING POINT:  
 
When fluid flows through the Flow system, head loss takes 
place. The head loss of the Flow system is there due to head loss 
given by all components of the Flow system. Head loss given by 
Flow system is also known as its resistance and for given Flow 
system it depends upon the flowrate through the system. The 
relationship between flowrate and resistance of Flow system is 
known as characteristic of flow system[1].  
 
Characteristic of given Flow system can be obtained either 
analytically or by experimental method. Analytical method is 
used for simple duct-like system only, while experimental 
method is used for Flow systems having more complexity. In 
experimental method, head loss of the Flow system is calculated 
by using measured values head at inlet and outlet of the Flow 
system at different flowrates. As resistance of Flow system is  
proportional to square of flowrate, system characteristic curve 
will be parabolic.(Fig.1)  
 
When flow system is connected with any power consuming 
turbomachine, pressure developed by turbomachine should be 
same as pressure drop of the flow system. This condition is 
satisfied at Operating point of machine-system combination. Thus 
operating point is point of intersection of Flow system 
characteristic and turbomachine characteristic(Fig.1).  

 
 
 
Operating point of the machine-system combination may or may 
not coincide with best efficiency point(b e p).When appropriate 
turbomachine is selected, Operating point will coincide with b e p 
and tubomachine will consume minimum power while 
maintaining required flowrate[2]. 
 
 
EXPERIMENTAL SET UP AND RESULTS:  
 
The tests were carried out on a Flow system comprising of 
pipeline, valve and nozzle. Flow system was fitted at blower 
outlet and flowrate through the Flow system was varied by partial 
closing of blower inlet in steps. Total head at Flow system inlet 
and that at Flow system outlet were measured by Prandtl's pitot 
tube at different flowrates. From the observations resistance of the 
flow system and flowrate were calculated to obtain Flow system 
characteristic. Different openings of valve give different flow 
systems and two such Flow systems were tested. Fig.2 shows 
experimental results graphically. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
 
 
 
 
 
 
 
 
 
 
 



 
DISCUSSION AND CONCLUSION:  
 
When different Flow systems are obtained by different valve 
openings, experimental testing can be replaced by suitable 
method of prediction also. The results obtained here are useful to 
find accuracy of predicted results.  
 
Characteristics of Flow systems shown in Fig.2 are useful to 
select appropriate  
turbomachine to maintain required flowrate. Steps of selection 
procedure will be as  
below:  
(1)Obtain system characteristic curve of given Flow system 
experimentally.  
(2)Considering the application, find required value of flowrate 
(Q1), e.g. for air  
-conditioning application, cooling requirement gives necessary air 
flowrate.  
(3)Find resistance (R1) corresponding to flowrate (Q1) from 
system characteristic  . 
Curve.(Fig.1)  
(4)Select the turbomachine, which has flowrate of Q1 m3/s and 
head equal to R1 m at  
Design point of turbomachine..  
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Research Methods 
 
Research is another word for gathering of information.  The 
more information we have the closer we get of making our own 
decision.  Research is the result of advancing knowledge created 
in the past. There are people from all walks of life that contribute 
to gathered information.  These are ordinary people and 
extraordinary people. They include teachers, students, scientists, 
professors, scholars, business owners, librarians, book keepers, 
writers, politicians and many more unknown out there.   
 
Research is designed to solve a particular existing problem so there is a much larger audience 
eager to support research that is likely to be profitable or solve problems of immediate 
concern.  We also must understand how research impacts our decision making.  Most people 
make decisions without gathered information to back them up.  Only few do. Research 
requires time, effort, and sometimes money to have the evidence you need to make a sound 
decision that's why many avoid it.  The research you do and evidence you gathered will have 
impact on your future.  Be advised, considered the risks or consequences of making an 
important decision with inadequate evidence. 
 
In conclusion research is very vital to our everyday decision making.  It arms you from 
wrong information and save time and money.  It is important to your success as you take on 
life's challenges and career decisions making.  But be careful though, because too much 
research without action on what you’re learning is not good either.  The question is how 
much information is enough?  How much information can you afford?  Research plus action 
will most likely guarantee a successful research. 
 
There are five fundamental research methods viz. (1) Experimental methods (2) Correlations 
(3) Naturalistic observation (4) Survey and (5) Case Study. 
 
Experimental Methods: This method is one in which a researcher manipulates a variable 
(anything that can vary) under highly controlled conditions to see if this produces (causes) any 
changes in a second variable. The variable, or variables, that the researcher manipulates is called the 
independent variable while the second variable, the one measured for changes, is called the 
dependent variable. Independent variables are sometimes referred to as antecedent (preceding) 
conditions. All scientific disciplines use this method because they are interested in understanding 
the laws (cause-and-effect relationships) of nature. The power of the experimental method derives 
from the fact that it allows researchers to detect cause-and-effect relationships.  
 
In order to see cause-and-effect relationships the researcher must be sure that his 
manipulations (the independent variable) are the only variables having an effect on the 
dependent variable. He does this by holding all other variables, variables that might also 
affect the dependent variable, constant (equivalent, the same). Only by this highly controlled 
procedure can the researcher be sure that the observed changes in the dependent variable 
were in fact caused by his manipulations. Experimental studies, therefore, are used when the 
researcher is interested in determining cause-and-effect relationships. Also, this method can 
be used when it is appropriate, both practically and ethically, to manipulate the variables.  
 



 
However, a major limitation is that this method can only be used when it is practical and 
ethical for the researcher to manipulate the antecedent conditions.  A second limitation to this 
method is that experimental studies are usually done in the highly controlled setting of the 
laboratory. These conditions are artificial and may not reflect what really happens in the less 
controlled and infinitely more complex real world.  
 
Correlations: Correlation is classified as a non-experimental, descriptive method. The reason 
for that is because variables are not directly manipulated as they are in the experimental 
method. Although correlation is often described as a method of research in its own right, it is 
really more of a mathematical technique for summarizing data, it is a statistical tool.  A co-
relational study is one designed to determine the degree and direction of relationship between 
two or more variables or measures of behavior.  
 
The strength of this method lies in the fact that it can be used to determine if there is a 
relationship between two variables without having to directly manipulate those variables. In 
other words, correlation can be used when the experimental method cannot; correlation can 
be used when it is impractical and/or unethical to manipulate the variables.  Correlation also 
can be used as a basis for prediction.  
 
The greatest limitation of correlation is that it does not tell researchers whether or not the 
relationship is causal.  In other words, correlation does not prove causation. It only shows that 
two variables are related in a systematic way, but it does not prove nor disprove that the 
relationship is a cause-and-effect relationship. Only the experimental method can do that.  
 
Naturalistic observation: The naturalistic observation is a type of study classified under the 
broader category of field studies; non-experimental approaches used in the field or in real-life 
settings. In the naturalistic observation method the researcher very carefully observes and 
records some behavior or phenomenon, sometimes over a prolonged period, in its natural 
setting. The subjects or phenomena are not directly interfered with in any way. In the social 
sciences this usually involves observing humans or animals as they go about their activities in 
real life settings. In the natural sciences this may involve observing an animal or groups of 
animals or some physical phenomena, such as the eruption of a volcano.  
 
The major strength of this method is that it allows researchers to observe behavior in the 
setting in which it normally occurs rather than the artificial and limited setting of the 
laboratory. Further uses might include studying nature for its own sake or using nature to 
validate some laboratory finding or theoretical concept. 
 
One of the limitations is that this is a descriptive method, not an explanatory one.  That is, 
without the controlled conditions of the laboratory, conclusions about cause-and-effect 
relationships cannot be drawn. Behavior can only be described, not explained.  This method 
can also take a great amount of time.  Researchers may have to wait for some time to observe 
the behavior or phenomenon of interest. Further limitations include the difficulty of 
observing behavior without disrupting it and the difficulty of coding results in a manner 
appropriate for statistical analysis.  
 
 



 
Survey: The survey, another type of non experimental, descriptive study, does not involve 
direct observation by a researcher. Rather, inferences about behavior are made from data 
collected via interviews or questionnaires. Interviews or questionnaires commonly include an 
assortment of forced-choice questions (e.g. True-False) or open-ended questions (e.g. short 
answer essay) to which subjects are asked to respond.  This sort of data collection is 
sometimes referred to as a self-report. Surveys are particularly useful when researchers are 
interested in collecting data on aspects of behavior that are difficult to observe directly and 
when it is desirable to sample a large number of subjects.  Surveys are used extensively in the 
social and natural sciences to assess attitudes and opinions on a variety of subjects.  
 
The major limitation of the survey method is that it relies on a self-report method of data 
collection. Intentional deception, poor memory, or misunderstanding of the question can all 
contribute to inaccuracies in the data.  Furthermore, this method is descriptive, not 
explanatory, and, therefore, cannot offer any insights into cause-and-effect relationships. 
 
Case study: This method is also a non-experimental, descriptive type of study. It involves an 
in-depth descriptive record, kept by an outside observer, of an individual or group of 
individuals.  This often involves collecting and examining various observations and records 
of an individual's experiences and/or behaviors. Typical data collected might include 
biographical data, medical records, family history, observations, interviews, and the results of 
various psychological tests.  
 
Case studies are particularly useful when researchers want to get a detailed contextual view 
of an individual's life or of a particular phenomenon. Case studies are also useful when 
researchers cannot, for practical or ethical reasons, do experimental studies.  
 
This is a descriptive method, not an explanatory one. That is, without the controlled 
conditions of the laboratory, conclusions about cause-and-effect relationships cannot be 
drawn. Behavior can only be described, not explained. Case studies also involve only a single 
individual or just a few and therefore may not be representative of the general group or 
population. Also, much of the information collected is retrospective data, recollections of past 
events, and is therefore subject to the problems inherent to memory. 
 
 
 
Dr N M Bhatt 
Principal 
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ABSTRACT-:Deflection theory is the basic theory of cable 

and stiffening girder suspension bridges. Geometric 

nonlinearity of suspension bridges due to dead load is taken 

in to account in this theory. Geometrical changes are having 

significant effects in suspension bridges, so it cannot be 

neglected in preliminary analysis of suspension bridges. 

Series method is a new method for the deterministic 

aerostatic stability analysis of suspension bridges. The 

geometric nonlinearity in the deflection theory and the three 

components of displacement-dependent wind loads are taken 

into account in the method. A computer program for 

calculating change in various geometric parameters of 

stiffened suspension bridges is developed using HTML. 

Again another computer program for finding a critical wind 

velocity of suspension bridges was developed using 

MATLAB. 

KEY WORDS 

Aerostatic Stability, Suspension Bridge, Nonlinearity, 

Displacement Dependent Wind Load 

1. INTRODUCTION 

The basic design of a suspension bridge has been in use for 

centuries: thousands of years ago, people crossed waterways 

and chasms by swinging hand over hand on suspended cables. 

Later, walkways were hung from the cables to make the 

process easier, and the original vines and ropes began to be 

replaced with chains. Major bridges were still built using a 

truss design until 1808, when an American inventor named 

James Finley filed a patent on an early version of a suspension 

bridge. Finley's design involved stretching two strong chains 

over the top of several towers and anchoring them on either 

side of the bridge. He hung lesser chains from the two master 

chains and used them to suspend a rigid deck, and the modern 

incarnation of the suspension bridge was born. 

A suspension bridge is a type of bridge which is built by 

suspending the roadway from cables attached to a master cable 

which runs above the length of the bridge. In addition to being 

strong and lightweight, suspension bridges are also beautiful, 

and some of the most famous bridges in the world are also 

suspension bridges, including San Francisco's iconic Golden 

Gate Bridge and New York's Brooklyn Bridge. The design of a 

suspension bridge is simple and straightforward, and takes 

advantage of several techniques to distribute the weight of the 

bridge safely and evenly. 

Suspension Bridges have received more attention due to their 

ability to cover the large spans. For bridging the long and 

unsupported spans, the Suspension Bridges present the most 

elegant and efficient structural solution. And hence, they are 

increasingly being constructed all over the world. Thus, there 

is a need for developing a comprehensive understanding about 

the detailed behavior of these bridges. Also, they are one of the 

costliest civil engineering projects, and hence necessitate much 

attention while its analysis and structural design stage. 

Therefore, it is imperative that a reliable analysis should be 

available. With the increasing central span length of 

suspension bridges, it becomes especially important to 

understand the aerostatic behavior of suspension bridges.  

2. THEORY OF STIFFENED SUSPENSION BRIDGES 

& VERIFICATION 

In the theory of cable and stiffening girder systems the 

geometrical relations between the positions and dimensions of 

a given element of the cable in the initial and deflected 

configuration is taken in to account. As shown in Fig. 1 an 

element of cable length is defined by cd subtends a length ab 

when not deflected. After deflection the point c and d move to 

new position c’ and the length c’d’ is in general not equal to 

cd. The vertical deflection of c is denoted by Ș and the lateral 

shift of the same point is ȟ.  The suspenders which connect cd 

to ef in the initial configuration, are attached to c’d’ in the 

deflected position since c’ and d’ are the new positions of c 

and d. The deflection of the girder at e is denoted by Ȟ and is 

equal to the sum of Ș and changes due to the suspenders.  
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3. AEROSTATIC ANALYSIS 

Bridges  are  frequently  built  on  exposed sites  and  are  

subject  to  severe  wind conditions.  Aerostatic  loads  on  

bridge superstructures  depend  on  the  type  of bridge,  such  

as  slab-stringer,  truss,  arch, cable-stayed,  or  suspension.  

Other parameters  that affect aerostatic  loads on bridge  

superstructures  are  the  wind velocity,  angle  of  attack,  the  

size  and shape  of  the  bridge,  the  terrain,  and  the gust  

characteristics.  Aerostatic loads form a major component of 

lateral loads that act on all structure. In general,  they  are  a  

component  of  the  so called  environmental  loads  to  which  

all structures  are  subjected.  Because of the long spans, 

suspension bridges have become increasingly sensitive to 

aerostatic instability.  On  the  other  hand, experimental  

observations  suggest  that the  aerostatic  instability  of  long-

span bridges  (suspension  bridges  and  cable-stayed bridges) 

can occur under the action of  static  aerostatic  loads.  

Therefore, the aerostatic stability analysis of long span 

suspension bridges under the aerostatic loads is of considerable 

importance. 

4. DETERMINISTIC AEROSTATIC STABILITY 

ANALYSIS OF SUSPENSION BRIDGES 

A series method is proposed by Jin Cheng, Jian-Jing Jiang, Ru-

Cheng Xiao [10] to overcome drawbacks of existing 

deterministic methods for aerostatic stability analysis of 

suspension bridges. Series method is also proposed to 

investigate the aerostatic stability of suspension bridges using a 

hybrid method, consisting of the series method and direct 

Monte Carlo simulation. Presented series method contains the 

following characteristics: 

1. The series method considers both three components of 

displacement-dependent wind loads and geometric 

nonlinearity of structure in the deflection theory of 

suspension bridges. 

2. The following derivation of formula is based on the 

deflection theory of suspension bridges. 

This is mainly because this theory can, to a certain extent 

account for the geometric nonlinearity of structure (the 

stiffening effect of the tension force in the cable). This 

conclusion has been demonstrated by the fact that the majority 

of the existing long span suspension bridges were correctly 

designed using the deflection theory before the computer era. 

5. ASSUMPTIONS MADE IN THEORY 

In the above theory, the following assumptions are made: 

1. Hanger is densely distributed along the bridge length 

direction; 

2. The stretching of hangers under wind loads is ignored; 

3. Changes of critical wind velocity caused by longitudinal 

deformation and lateral deflection of  stiffened girder are 

ignored; 



4. Configuration of cable during on completion is quadratic 

parabola; stress of stiffened girder due to dead load is 

ignored and 

5. Under the action of drag force of displacement-dependent 

wind loads, the load transferred to the stiffened girder 

from cables is assumed to be isosceles triangle 

distribution.         

6. SERIES METHOD 

The series method is a two-step process: the calculation of 

deflection response under the displacement-dependent wind 

loads and the calculation of the critical wind velocity. The 

response under the displacement-dependent wind loads is 

calculated from Fourier series. The critical wind velocity is 

calculated by means of an iterative method. It is found that a 

small number of iteration cycles and Fourier coefficients are 

sufficient enough for convergence. The series method is suit-

able for single-span suspension bridges. 

7. Three components of wind loads 

The three components of wind load are drag force, lift force 

and pitch moment. Consider a section of bridge deck in a 

smooth flow, as shown in Fig. 2. Assuming that under the 

effect of the mean wind velocity V with the angle of incidence 

Į0, the torsional displacement of deck is ș. Then the effective 

wind angle of attack is Į = Į0 + ș. The components of wind 

forces per unit span acting on the deformed deck can be written 

in wind axes as: 

Drag force: Fv(Į) =  0.5 ȡ V2  Cy(Į ) D   

                     (7) 

Lift force: Fz(Į) = 0.5 ȡ V2 Cz(Į ) D   

                     (8) 

Pitch moment: M(Į) = 0.5 ȡ V2 Cm(Į ) B2   

                     (9) 

 

Fig 2: THREE COMPONENTS OF WIND LOADS 

IN DIFFERENT AXES 

8. SOLUTION PROCEDURE 

1. Calculate the initial horizontal component of cable tension 

owing to dead loads of cables, hangers and stiffened girder 

from 
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2. Give an initial wind velocity V  

3. Initialize the iteration counter i = 1. 

4. If  i = 1, the coefficient bri = 0, Hpi = 0, and Hi = H0 in 

Eq. (13). 

5. Determine the coefficient ari by substituting bri, Hpi and 

Hi into Eq. (13). 

6. Calculate the vertical displacement of stiffened girder, 

Ș(x), from (10). 

7. Set i= i+1. 

8. Substitute Ș(x) into (9), and the new value of Hpi is 

determined. 

9. Let Hi= Ho+ Hpi 

10. Substitute Hi into (7), and the coefficient br is determined. 

11. Calculate the torsional displacement of stiffened girder, 

Į(x), and the vertical displacement of stiffened girder, 

Ș(x), and the lateral displacement of stiffened girder, u(x), 

from (4), (10), (18) and (19), respectively. 

12. Check the convergence value İ1 using 
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13. If İ1 > İ1max, go to step 5. If İ1< İ1max, continue. 

14. Check the convergence using 

15. Check if 
iH  has a negative value.  

16. If Hi is a positive value, update the wind velocity V using 

17. V= V + ǻV     

18. Where V is the incremental wind velocity, go to step 2;  

19. Otherwise, STOP (end of calculation). 

The flowchart for the same is as shown in Fig. 3. 

 

 

 

 m (t/m) E(MPa) Ȗ 

Steel box girder 18.33 210000.0 0.3 

Cable 2.397 200000.0 - 

Hanger 0.172 160000.0 - 



 

 

 

 

 

 

 

 

 

    

 

 

 

 

  

 

 

 

 

Fig 3: FLOW CHART FOR SOLUTION PROCEDURE 

9. VERIFICATION EXAMPLE 

The Hu Men suspension bridge in China was chosen for 

verification example. The general configurations of the bridge, 

shown in Fig. 5.03, are summarized as follows: a suspension 

bridge of main span 888 m; portal frame shape towers with 150 

m height; closed-box deck with 3.012 m depth and 35.6 m 

width; width between center lines of cables is 33 m; the 

spacing between the two hangers is 12.0 m. section material 

and geometrical features of the main member are indicated in 

Table 1. 

Table 1: SECTION GEOMETRICAL AND  

MATERIAL FEATURES 

 

The three components of the displacement-dependent wind 

loads were only considered for the bridge deck while for the 

cables only the initial drag force was considered. The angle of 

incidence Į0= 0 is taken. The coefficients (e1, e2, c1, c2) are 

given by e 1 = 0.00877, e2 = 0.01838, c1 =0.02462, c2 = 0.0789. 

Sag of the cable is 143 m. Drag force acting on the towers was 

not considered. 

Comparison of different methods result for critical wind 

velocity is shown in table 4.02. From this table it can be seen 

that presented series method result using matlab-7.0 is nearly 

equal to paper result. And quite satisfactory result in the 

prediction of critical wind velocity can be obtained by using 

MATLAB program. And <5% difference with respect to 

accurate critical wind velocity calculated by different methods 

as shown in Table 2.  

Fig 4 shows horizontal tension in cable vs. wind velocity. 

From this fig it can be seen that horizontal tension in cable 

decreases with increase in wind velocity. And for a particular 

wind velocity it gives negative value. It indicates critical wind 

velocity, which may causes instability in suspension bridge. 

Table 2: RESULT COMPARISON FOR CRITICAL 

WIND VELOCITY 

 PAPER RESULT MATLA

B-7.0 

RESULT 

NFE

M 

LINEAR 

METHO

D 

SERIES 

METHO

D 

SERIES 

METHO

D 

Critical 

Wind 

Velocit

y (m/s) 

120.0 136.0 125.0 123.0 

 

 
Fig 4: HORIZONTAL TENSION VS. WIND VELOCITY 

Calculate Ho (Eq 20)

i =1, br
i
=0 , Hp

i =0 , Hi =Ho

i=1, nstep

Set V

Calculate Hp
i��(Eq 9)

Set i = i+1

Determine ar
i (Eq 13)

Calculate�ɲ(x) (Eq 4)

Determine br
i (Eq 7)

Convergence? (step 14) 

Convergence? (step 12)

V=
V+

ȴV

Start 

Stop 

NO

YES



10. Conclusions 

From this work following conclusions can be drawn: 

1. Series method gives very precise results compared to 

NFEM and linear method, the difference is @ <5% with 

respect to accurate critical wind velocity. Hence, series 

method is suggested for higher spans. 

2. The results show that the developed program is accurate, 

practical, and computationally efficient. 

3. By using series method, the problem of aerostatic analysis 

is greatly simplified, thus saving of computation time 

significantly. 

4. Vertical deflection and lateral shift of main cable element 

is having significant effect in deflected configuration of 

stiffened suspension bridges. 

5. To determine longitudinal movement of the girder, due to 

the inclination of the suspenders it is necessary to know 

the forces in the suspenders. 

6. Salient feature of HTML program is, it can simulate 

deflected shape of a cable element at various distances 

from tower. 
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Abstract— An ad hoe network is a fast deployable self 
configuring wireless network characterized by node 
mobility, dynamic topology structure, unreliable media 
and limited power supply. Nodes in an ad hoc network 
must cooperate and carry out a distributed routing 
protocol in order to make multi-hop communications 
possible. On Demand Routing is one of the most popular 
routing styles in ad hoc networks. In On Demand 
Routing, "flooding" Is used to find a feasible route from 
source to destination. The function of flooding is to 
deliver a packet from one source to every other node in 
the system. Conventional flooding can be very costly in 
On Demand networks in terms of network throughput 
efficiency as well as node energy consumption. The main 
reason is that the same packet is rebroadcast 
unnecessarily several times (redundant rebroadcast). 
Indeed, the penalty of redundant rebroadcast increases 
when the size of network grows and the density of 
network increases. In this paper we introduce a novel 
clustering scheme, call Passive Clustering that can reduce 
the redundant rebroadcast effect in flooding.  

 

Keywords-Flooding, Passive Computing 

I. FLOODING IN COMPUTER NETWORKS 
Flooding is a packet dissemination procedure by which every 
incoming packet at a node is sent out on every outgoing link 
except the one it arrived on. In a wireless environment, the 
physical exclusion of the arriving link is impossible. Since 
the media is broadcast, a single relay of a flooding packet 
fulfils the task if the broadcasting is successful, i.e., all 
neighbors receive the packet. Unfortunately, some of the 
neighbors may not receive the packet due to many reasons 
including noise, receivers' status, mobility, collision etc. 
Since every neighbor that has received the packet will 
rebroadcast it, flooding can generate an infinite number of 
duplicate packets if there is no control mechanism. One of 
the mechanisms for prohibiting infinite duplication is 
tracking flooding packets. Duplicates are detected (from a 
unique source identifier and a sequence number, for 
example) by each receiving node and are immediately 
discarded in order to avoid endless looping. Another control 
mechanism is Time-to-Live (TTL). A flooding packet carries 

a TTL field which represents the maximum hop that the 
packet can traverse. Upon reception of a flooding packet, the 
receiving node checks the TTL field and determines whether 
the packet will be rebroadcasted (after decreasing TTL) or 
dropped. Path logging in a flooding packet can also be a 
controlling mechanism. By carrying a list of nodes that a 
flooding packet has visited, a node can easily avoid looping 
by examining its ID in the list. If there is a match, the node 
drops the "returning" packet. In spite of the control 
mechanisms listed above, flooding generates replicated 
packet arrivals to each node; namely, one replica for each 
neighbor. Thus, flooding overhead corresponding to 
replicated, redundant packets increases with connectivity. 
Flood search is the capstone of all on-demand rough and 
multicast protocols. These protocols need to find a path on 
demand. Since one generally assumes that there is no 
underlying routing or relative geographical positioning 
infrastructure that can guide the packet to destination, a path 
search query must be flooded to the entire network, or at least 
through a certain section (scope) of it. Once the path search 
query packet reaches a destination by flooding, the 
destination can report a path to the source as a reverse path 
through which the search packet came. Or the destination can 
report the path to the source with another flooding in case 
there are asymmetric finks. AODV (Ad hoc On-demand 
Distance Vector routing [1]), for example, uses seeped 
flooding to find a route. By tagging "Time To Live (TTL)" 
on each Route-Request flooding packet, a source gradually 
enlarges flood search diameters. On the other hand, DSR 
depends on complete flooding to the entire network if a 
source cannot find a path to destination in a single hop. If the 
communication patterns are "local", scoped flooding is 
effective. On the other hand, if destinations typically many 
hops away, it would be wasteful to run the incremental 
scoped flooding. 

II. EFFICIENT FLOODING 
Generally speaking, flooding in ad hoc networks is used to 
find a feasible  route to a destination or to advertise routing 
information. If the network is dense, it is not necessary for 
every node to relay the flood search packet. In fact, it may 
suffice to use only a subset of nodes as relays. There are 
many ways to reduce the number of forwarding participants. 
All of the approaches concern selecting the dominant set, i.e., 



a minimal subset of forwarding nodes which is sufficient to 
deliver the flooding packet to every other node in the system. 
There are two basic approaches for selecting the dominant 
set: without and with a clustering structure. The first 
approach (no clustering) includes the building of a source 
tree with the maximal number of leaf nodes and the building 
of a well covered mesh [6,7]. By excluding leaf nodes from 
forwarding participation, the method can improve flooding 
efficiency. To build such source tree, two hop connectivity 
information is necessary. To collect the required information, 
at least two complete floorings from a source are necessary. 
The first flooding (which can be replaced with well-
coordinated hello messages) is to learn the one-hop 
neighbors. The second flooding is to report the direct (one-
hop) neighbor lists. By collecting the complete neighbor lists 
of all of its neighbors, a node can construct the two-hop 
connectivity, i.e., the list of nodes that are two hops away. 
From this fist, each node selects the minimum set of one-hop 
neighbors which cover all the downstream two-hop 
neighbors. This problem can be reduced to the well-known 
"set-cover" problem (NP-complete). Starting from a source 
and applying this procedure recursively one generates the 
non-leaf nodes of a minimal flooding tree. Span  and GAF  
build their dominant set as a well-covered mesh. Span selects 
nodes that are potentially on critical paths as coordinators, 
i.e. members of a dominant set. GAF partitions the region 
with a grid such that any nodes in neighboring cells can 
communicate each other; one node per cell is selected to 
form the dominant set. The complexity of the selection 
algorithm in this category is dependent on the number of 
neighbors (except for GAF which requires GPS information 
instead). In other words, complete neighbor list knowledge is 
always the assumption. Note that the neighbor-learning 
procedure is not trivial in ad hoc networks and it involves 
substantial overhead with high node density and mobility. 
The second  approach is based on a two-hop clustering 
structure. To illustrate this concept., let us consider the n 
node example in Figure 1. Let r be a transmission range, and 
the size of the roaming space be .((k/¥2)r)* ((k/¥2)r) where k 
is an even number (Figure 1 depicts the case of k = 6 ). There 
are n nodes in the square, but in the figure we only show the 
nodes at coordinates ((a/¥2)r, .((a/¥2)r)) where either a or b 
is an integer smaller than k. This  "selection" of nodes is 
known as "two hop clustering.", ie, any two nodes in a cluster 
are separated by at most two hops. The nodes at the center of 
the circles are "cluster heads" and the light-shaded nodes in 
between are "gateways." Clearly, such nodes represent a 
connected set. They are in fact the dominant set  required to 
forward the flood packets. Without the cluster overlay shown 
in Figure 1, each flood packet is relayed exactly n-1 times, as 
each node must rebroadcast the packet once. On the other 
hand,  

 (k-1)*k/2+k/2(k/2-1)=(k*(3*k-4))/4  

broadcasts suffice if only cluster heads and gateways forward 
the packet. Note that in the cluster restricted forwarding, 
ALL nodes still receive the flood packet. The flooding 
reduction is thus ((k*(3*k-4))/4)/(n—I) In case of n = 100 

and k=6, the number of broadcasts required in the cluster is 
21 instead of 99. In other words, 78.8% of transmissions can 
be saved. This is not even a very dense network (each node 
has about 12 neighbors). As we increase the number of nodes 
in the system (and therefore the density), the clustering 
structure and thus the broadcast remains the same. As a 
result, the saving increases with the node density, 

 

Figure 1. Selective Gateway Flooding Scenario  

III. CLUSTERING IN AD HOC NETWORKS 
In the previous section we showed that clustering is one of 
the key approaches to flood overhead reduction. In this 
section, we elaborate on this important concept. Clustering in 
wireless ad hoc networks has been  investigated in the past in 
order to enhance network manageability, channel efficiency, 
and energy economy. Moreover, clustering is indispensable 
for hierarchical routing or multicasting[2]. However, the 
clustering schemes proposed so far in the  literature are 
"active". They require a constant refresh rate of cluster-
dependent information, and therefore introduce significant 
background control overhead even if there is no data to send 
in the network. In some applications, for example, covert 
military operations and sensor networks, this periodic control 
traffic is highly undesirable. The penalty introduced by the 
control traffic (eg, exposure to enemy interception, power 
consumption, etc) may offset the benefits offered by 
clustering. Clustering in ad hoc networks can be informally 
defined as grouping of nodes into a  manageable set. Many 
prior research efforts carried out clustering in different ways. 
Such efforts started with the DARPA packet-radio network . 
As a result, the network was dynamically organized into 
clusters similar to the cluster structure shown in fig. 1.  

Several clustering mechanisms have been proposed in the 
literature  The schemes reported in all lead to similar 
structures (overlapping two-hop clusters with cluster heads). 
The schemes in partition the network into disjoint sets of 
clusters. All of these clustering mechanisms assume prior 
knowledge of the full neighbor list, or they periodically 
monitor neighbor information by exchanging explicit control 



packets. This topology learning overhead is significant if the 
number of neighbors is large and the topology is dynamic. 
None of these schemes will work properly with only partial 
neighbor information. An important subclass implements 
two-hop clustering. Two-hop clustering requires that every 
node in a cluster be reached from another node in the same 
cluster with at most two hops. Two-hop cluster is a natural 
clustering structure in ad hoc networks. It only requires direct 
neighbor information and is easy to construct. The cluster 
structure in Figure 1 is an example of a two-hop cluster 
structure. Two-hop clustering has the following properties:  

• There is a cluster head at the center of a cluster, and the 
cluster head can communicate with any node in the cluster 
with a single hop. 

• No cluster heads arc directly linked. 

• Any two nodes in a cluster are at most two hops away. 
Two-hop clustering ends up with a structure similar to the 
cellular system. There are cluster heads at the center of each 
duster (a useful by-product). Nodes belonging to more than 
one  cluster are gateways. The rest of the nodes are ordinary 
nodes. 

A.Limitation of Existing (Active) Clustering Scheme 
Most clustering algorithms in the past have been studied via 
simulation and have used the complete neighborhood 
information. Unlike the simulation environment, accurate 
global information regarding node locations and adjacency 
relations is hard to collect in an actual wireless ad hoc 
network implementation, especially when the node density is 
high. The major difficulties stem from unreliable and limited 
link capacity, and from node mobility. Node locations and 
neighborhood information are key for clustering; 
unfortunately, they do vary in time. Without the help of a 
special node – say "oracle" which can listen or talk to all the 
nodes at the same time - adjacency (neighborhood) 
information can only be collected by exchanging beacons or 
hello messages. In this neighbor learning process, no 
mobility is generally assumed. To ensure the correct 
collection of neighborhood information, existing clustering 
solutions rely on periodic broadcast of the neighbor list. In 
the period of neighbor learning and initial clustering, it is 
essential that there is no mobility for proper convergence. 
The quasi-stationary assumption must hold during the 
adjacency information collecting period, initial clustering, 
and the re-clustering or clustering maintenance  period. If 
there is motion, we may have to deal with stale neighborhood 
information during the neighbor learning period. Moreover, 
mobility causes adjacency relations to change, which in turn 
may trigger re-clustering throughout the network. Other 
drawbacks including isolation (structural disconnection), etc., 
are listed and explained in. 

 

IV. PASSIVE CLUSTERING 
In this section, we introduce a new cluster formation protocol 
that is free  from the periodic overhead and other Imitations 
discussed in the previous section. This novel approach not 
only overcomes many limitations of existing clustering 
mechanisms, but also improves performance and yields new 
features. Here, we present the concept of passive clustering 
and illustrate its operation by example. The proof of its 
correct operation and the detailed description can be found 
in.  

A.Protocol Overivew 
Passive Clustering is a cluster formation protocol that does 
not use dedicated protocol-specific control packets or signals. 
Conventional clustering algorithms[2], as earlier discussed, 
require all of the participating network nodes to advertise 
cluster dependent information repeatedly. Moreover, most  of 
the existing clustering schemes require the execution of a 
separate  clustering phase prior to any network layer activity 
(e.g., routing). With passive clustering, we avoid all the 
above limitations. By monitoring user data packets that 
piggyback some predefined cluster information, we can build 
impromptu "soft state" clusters for mobile wireless networks. 
Thus, the cluster infrastructure can be constructed as a by-
product of user traffic, without any dependency on the 
routing protocol, for example. In passive clustering, each 
node collects neighbor information from the MAC sender 
address carried  by the incoming packets, and can construct 
clusters even without collecting the complete neighbor list. 
This is an innovative approach to clustering which virtually 
eliminates major cluster overheads - the time latency for 
initial clustering construction as well as the communication 
overhead for neighbor information exchanges. Instead of 
using protocol specific signals or packets, cluster status 
information (2 bits for four states: Initial, Cluster head, 
Gateway, and Ordinary-node states) of a sender is stamped in 
a reserved field in the packet header. Sender ID (another key 
piece of information for clustering) is carried by all the 
existing MAC protocols and can be retrieved from the MAC 
header. Since in flooding the MAC packets are transmitted in 
broadcast (instead of unicas0 mode, every node receives and 
reads the packets (in a promiscuous way), and thus 
participates in passive clustering. Note: you cannot perform 
flooding at the MAC layer because you need to detect 
duplicates (reading, for example, flood originator ID number 
which is stored in the packet, not MAC, header). Since 
passive clustering relies on flooding packets, it may as well 
be done at the packet layer. Surprisingly, simulation results 
show that passive clustering can form better clusters than 
conventional clustering schemes based on eight (i.e., ID, 
degree, etc.) information. This is  because passive clustering 
(as used in the support of ad hoc muting schemes) uses 
network traffic that emanates from sources (i.e., the source in 
search of a path). If a cluster structure is constructed by a 
flooding from a single source, the resulting structure is 
completely immune from logical isolation and lack of 
connectivity. Clustering stability and fast convergence time 
are other important properties required of clustering 



algorithms. To improve clustering stability and speed up 
convergence, and most importantly, to avoid the "stationary " 
requirement during the neighbor-learning and clustering 
phase, we developed a new cluster head election rule which 
does not require any weight information. We call this rule 
'first declaration wins." With the first declaration wins rude, a 
node which first claims to be the cluster head remains the 
cluster head and "rules" the rest of nodes in its clustered area 
(radio coverage). There is no waiting period (to make sure all 
the neighbors have been checked) unlike in all the weight-
driven clustering mechanisms. 

B.Operational Description 
When a node is ready to become a cluster head and has 
packets to send, it declare that it is a cluster head by stamping 
its clustering state claim in the packets. Since passive 
clustering does not support explicit control packets or signals 
of its own. a cluster head-ready node must postpone its claim 
until it has outgoing "application" packet level traffic, for 
example, flood search packet traffic. After a successful 
transmission from an aspiring cluster head, every node within 
radio coverage learns the presence of the cluster head by 
monitoring the "cluster" state of the received packets. At this 
point, the neighbors of the cluster head record the cluster 
head information (cluster head ID and the most recent 
transaction time-timestamp) and change their clustering 
states as discussed below. The readiness of being a cluster 
head is determined by network activities as well as by the 
node's clustering state. After a period of inactivity (i.e., no 
incoming or outgoing traffic for longer than the cluster 
timeout period), all the nodes revert to the INITIAL state. 
Only nodes in INITIAL state can be cluster head candidates - 
in other words, two hop is the minimum distance between 
any two cluster heads since all neighbors of a declared cluster 
head exit the INITIAL state. After a cluster head successfully 
asserts its state, it functions as a cluster head. Cluster beads 
collect neighbor information by monitoring the network 
traffic. They are responsible for relaying intra cluster packets. 
A node that hears more than one cluster head becomes a 
GATEWAY. It reverts to ORDINARY node if it does not 
hear from more than one cluster head for a given period. In 
the next section we will describe a slightly modified 
procedure (selective gateway) in which a part of gateways in 
this definition also reverts to ordinary node upon hearing a 
certain number of other gateways. A node that is neither a 
cluster head nor a gateway is an ordinary node. The ordinary 
node does not forward flooding packets. It is precisely this 
forward-suppression mechanism that reduces flood overhead. 
Gateway nodes and cluster heads, on the other hand, will 
keep forwarding the flood packets. Because of the passive 
nature of the collection mechanism, neighbor information is 
kept in soft state and is possibly incomplete. Note here again 
that complete neighbor information is no longer necessary to 
form the  structure. By using timestamps for neighbor 
information, we preserve the freshness of the information. 
Ordinary nodes and gateways keep a list of their cluster 
head(s) in soft states. The time, out period has to be carefully 
chosen based on node mobility and communication pattern. 

Non-cluster head nodes can collect their own cluster head(s) 
information in a passive way. If a received packet is from a 
cluster head (after checking the status information in the 
packet), non-cluster head nodes compare the sender 113 of 
the packet with their own cluster head list and add or refresh 
accordingly. 

 

V. SELECTIVE GATEWAY PASSIVE CLUSTERING 
In typical examples implementing the above basic scheme, 
one quickly discovers that the number of gateways is quite 
significant and is typically larger than that of ordinary nodes. 
Clearly, there is quite a bit of redundancy here, and not all of 
the gateways have to relay the flooding packets. It is 
mandatory to reduce the number of gateways in order to 
achieve efficient flood search packet suppression. Careful 
gateway selection is the natural solution to improving 
flooding  efficiency. To select the strictly minimal set of 
gateways, we would need to collect the cluster head list for 
each gateway, and then choose one gateway for each pair of 
cluster heads. This is another set-cover problem and 
introduces extra communication and computation overhead 
since the procedure requires cluster head list exchanges 
between gateways. In order to avoid the communication and 
computation complexity, we introduce a heuristic solution to 
this problem in the following section. 

A.Gateway Selective Heuristic 
Instead of selecting a single gateway between adjacent 
cluster heads (two-hops away), we developed a heuristic 
algorithm that enables a limited number of gateways, and at 
the same time, preserves adequate connectivity within the 
resulting cluster structure. The selection algorithm provides 
many advantages including on-the-fly flooding improvement, 
redundant connectivity, and higher overall flooding 
efficiency. The heuristics also allows "distributed gateway" 
implementations Every non-cluster head node monitors and 
keeps track of the number of cluster heads (NC) and the 
number of gateways (NG) within range. Whenever a non-
cluster head node hears a packet from a cluster head or a 
gateway, the node becomes a gateway if a • NC + fl > NG, 
where ~t is a coefficient properly chosen based on the desired 
degree of gateway redundancy (a _> O) and ~ is a gateway 
redundancy factor (fl >_ 0). Otherwise, the non-cluster head 
node becomes an ordinary node. The larger the number of 
cluster heads that a node can hear, the higher the chance to 
become a gateway. By manipulating a, ,0, we can control the 
number of gateways in the system. The larger the number of 
gateways, the lower the gain in forwarding overhead 
reduction. On the other hand, if there are too few gateways, 
connectivity may be impaired leading to a poor network 
performance. In this paper, a and ]/are global system 
parameters and are both set to 1. The values of a and p should 
be chosen based on considerations including channel quality, 
noise level, as well as traffic pattern. For that reason, a and p 
can be local parameters, ie, they can be locally adjusted to 
provide better adaptability and flexibility. In dense networks 
where packet collisions abound, higher values of those 



parameters lead to more gateways and better network 
performance by distributing network traffic over more 
gateways. Conversely, in low density we suggest to keep the 
parameters low to discourage multiple gateway creation. By 
introducing these heuristic, passive clustering strikes a good 
balance between cluster heads and gateways and retains only 
a handful of forwarding nodes for flood search no matter how 
high the node density is. The gateway selection procedure is 
fully distributed, and requests only local information. No 
cluster head fist exchange is required.  

B.Flooding Improvent on Fly 
Let us consider the example of single-source flooding from a 
cold start. Every node is in the Initial state, and a source 
broadcasts a Route  Request packet. The immediate 
neighbors of the source receive the packet, and change their 
state to Cluster head-Ready. When one of the neighbors is 
ready to forward the packet, it changes its state to Cluster 
head, and broadcasts the Route Request packet with the 
Cluster head state  assertion. This time, all the nodes 
including the source that receive the relayed Route Request 
packet from that newly proclaimed cluster head are eligible 
m become gateways since they have heard from one cluster 
head, and from no gateways (for simplicity, in this case we 
assume a = 1 and p = 0.) Now, one of the gateways except 
the source may relay the flood search packet. This relay does 
not switch any gateways back to ordinary nodes because they 
still have the number of cluster heads (= 1) which is equal to 
or smaller than the number of gateways (0 or 1). Let us say 
that a second gateway within range of the first declared 
gateway relays the flooding packet. Thereafter, none of 

nodes in the intersection area of those two gateways can 
become a gateway - they turn into ordinary nodes after they 
receive the second flooding packet - their head count for 
cluster head equals 1 but they have already 2 gateways. One 
may notice that there is a chance of critical path loss with these  
heuristics. However, extensive simulation experiments have 
shown that the risk of flood delivery failure to certain areas of 
the network is negligible, even with moderate node density, if 
the coefficient a and the redundancy factor p are properly 
chosen. With additional assistance from the routing protocol, 
we can completely eliminate such "block out" areas. 

C.Properties of Passive Cluster Solution 
It is appropriate at this point to compare and contrast passive 
clustering with traditional, lowest ID active clustering. We 
have already discussed the  impact of the background 
updating procedure and the neighbor list broadcast 
requirements on the control traffic overhead caused by active 
clustering. Here we focus on the structure of the solutions. 
Typically, one finds that the two solutions axe comparable 
(in terms of number and layout of clusters). Major 
differences are: (a) the fact that active clustering is carried 
out independently, in the background and in parallel across 
all nodes in the network, while passive clustering is "on-
demand" and is initiated by a single "source", namely the 
first source that needs to send data. Thus, active clustering 
tends to lead to disconnected islands (which require the 

"distributed gateway" feature- ie gateway to gateway finks to 
reestablish connectivity). Passive clustering does not suffer 
from this problem (albeit it can also be extended to support 
distributed gateways) (b) the fact that passive clustering 
features the "selective gateway" provision. Popular active 
clustering schemes do not include such feature (c) the lowest 
ID feature tends to make the active clustering more sensitive to 
mobility - the cluster head can be more easily challenged by 
newcomers with lower ID Another important issue is the 
suitability of Passive Clustering for Low Energy operations, as 
in battlefield scenarios or sensor network applications. Repeated 
selection of the same subset of clusters and gateways can be 
detrimental to low power operation in that it creates uneven 
energy consumption. In this respect, passive clustering is 
beneficial. In fact it favors even distribution since at each new 
cluster formation round (caused by the arrival of a new user data 
session, say), new clusters and gateways are selected as the 
source changes and/or, even in the case of same source, the 
random timers cause different cluster-heads and gateways to 
assert their role first. In the case of "permanent" traffic pattern 
where the cluster structure tends to persist, a possible remedy is 
to associate the cluster-head and gateway status with a minimum 
energy level requirement. When energy drops below this 
threshold, the role is given up triggering a new election.  

VI. CONCLUSION 
A passive new clustering algorithm for efficient flooding in 
ad hoc  networks. For efficient flooding, we propose to 
superimpose an on demand cluster structure which can be 
quickly  deployed in the "unstructured" ad hoc network, and 
let only non-ordinary nodes (cluster heads, gateways, "initial 
state" nodes) participate in the flooding process. Due to its 
passive nature, passive clustering does not introduce any 
control packets dedicated to the protocol. In other words, it is 
"control overhead free". Thus, it can reduce the cost of flood 
search significantly without producing any line overhead. 
Even better, there is no preparation time or overhead for 
selecting dominant sets. As the results, the number of 
flooding relays can be  significantly reduced even during the 
first flooding. This is the unique feature and strongest 
advantage of the proposed mechanism. It is especially useful 
for ad hoc networks with high mobility. The gateway 
selection scheme is density-adaptive. Its efficiency increases 
linearly with the number of neighbors, ie, with node density. 
Beside assisting with flood reduction, the clustering structure 
offers several other side benefits. In particular, it can be 
beneficial to routing scalability, re, ability and QoS support. 
Passive clustering is a self-sufficient clustering scheme. The 
protocol collects all the 

necessary information itself and does not require costly 
information like global topology knowledge from the lower 
layer. The resulting cluster structure is superior to any 
existing clustering algorithm in terms of stability, mobility 
robustness and connectivity. Passive clustering can build the 
cluster structure with partial neighbor information which, in 
most cases, is the only possible information available in an 
ad hoc network.  
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Abstract:-Artificial Intelligent methods such as Fuzzy Logic 
control and Neural Network control have found high 
applications in most of the nonlinear systems like the electric 
motor drives. These Intelligent controllers can be used for 
any system without requirement of the system mathematical 
model unlike that of the conventional electrical drive control, 
which requires the mathematical model. Due to the usage of 
the FLC and Neural Network control concept, the efficiency, 
reliability & performance of the AC drives increases. This 
paper presents a Fuzzy logic and Neural network based speed 
controller and its design for vector controlled induction 
motor drive. These controllers have been implemented on 3 
phase, 415 V, 5 HP squirrel cage induction motor. Test 
response for the developed schemes are given and discussed 
in detail. 
 
Key words: Induction motor, Vector control, Fuzzy logic, 
Neural Network 
 
1. Introduction: 

 
Induction motors are widely used in industries due to its robust 
construction and low maintenance. Separately excited dc 
drives are simpler in control because independent control of 
flux and torque can be brought about. In contrast, induction 
motors involve a coordinated control of stator current 
magnitude and the phase, making it a complex control. The 
stator flux linkages can be resolved along any frame of 
reference. This requires the position of the flux linkages at 
every instant. Then the control of the ac machine is very 
similar to that of separately excited dc motor. Since this control 
involves field coordinates it is also called field oriented 
control. The requirement of the phase angle of the flux 
linkages in the control process gives the name vector control. 
[1] 
 
Along with industrial progress high performance drives are 
essential. Recent advances in semiconductors, converters and 
new control techniques have great role in this progress. 
Usually classical control requires accurate mathematical model 
of the system and also its performance decreases for nonlinear 
system such as drives. Recently by adapting non linear speed 
control techniques the dynamic performance of electric drives 
can be improved. 

This paper proposes implementation of fuzzy logic and Neural 
Network control scheme applied to model of Induction motor. 
Both the controllers are developed on MATLAB environment. 
The performance of Fuzzy logic controller and Neural 
Network controller is compared with that of classical controller 
in terms of rise time and steady state error. The developed 
control scheme was verified by simulation and the results 
obtained demonstrate the effectiveness of Intelligent 
controllers. 
 
2. Indirect Vector control: 
 
Indirect vector control method is very popular in industrial 
applications. The block diagram of VCIMD is shown in fig.1. 
The motor current is decomposed in two components ids and 
iqs, direct and indirect axis current with respect to 
synchronously rotating reference frame. These current are 
responsible for producing flux and torque respectively. Here 
unit vector signals are generated in feed forward manner. This 
method uses indirect procedure to ensure presence of rotor flux 
in the direct axis. With the help of an intelligent controller, the 
speed error is converted into a torque controlling current 
component iqs, of the stator current. This current component is 
used to regulate the torque along with the slip speed. [1] 
 

 
 
The following equations are necessary to implement vector 
control scheme. 



 

 
3. Fuzzy Logic speed controller Principle and Design: 
 
Basic structure of the fuzzy logic controller to control the 
speed of the induction motor 
consists of 4 important stages: Fuzzification, Knowledge Base, 
Decision-making unit and 
the Defuzzification. [3] 
 

 
 
The design of fuzzy logic controller start with defining 
input/output variables of controller. In this case first input 
variable is speed error e (k) and second is the change in speed 
error _e(k). The output variable of the FLC is the change in the 
torque. 
 
3.1 Fuzzification: 
 
In this stage the crisp variables e(k) and _e(k) are converted 
into fuzzy variables which can be identified by membership 
function. The fuzzification maps the error and change in error 
to linguistic labels of fuzzy sets. The proposed controller uses 
following linguistic labels: 
 
NB (Negative Big), NM (Negative medium), NS (Negative 
small), NVS (Negative very small), 
Z(Zero), PVS (Positive Very Small), PM(Positive Medium), 
PB(Positive Big). 
 

 
 
 
3.2 Knowledge Base and Decision making Unit: 
 
Knowledge base involves defining the rules represented as IF-
THEN rules statements which govern relationship between 
inputs and output variables in terms of membership functions. 
In this stage the input variables are processed by inference 
engine that executes 7x7 rules represented in rule base using 
fuzzy operator (AND,OR). The mapping of the fuzzy inputs 
into the required output is derived with the help of a rule base 
as given in following Table. 
 
Table: 1 Rules of Fuzzy Logic Controller 

 
 
Considering the first rule, it can be interpreted as: IF speed 
error is NB and rate of change of speed error NB, THEN the 
output will be NB. 
 
3.3 Defuzzification: 
 
The output of the decision-making unit is given as input to the 
de-fuzzification unit and the linguistic format of the signal is 
converted back into the numeric form of data. In this paper, the 
center of gravity (COA) or centroids method is used to 
calculate the final fuzzy value _T(k). This 
edeTorque value is used to calculate iqs, which in turn used to 
command the induction motor via 2ĭ-3ĭ block. 
 
4. Neural Network Controller: 
 
The ANN is an Artificial Intelligent technique which is 
machine like human brain with properties such as learning 
capability and generalization. It is a system of interconnecting 
neurons in a network which work together to form the output 
function. Neuron is a fundamental processing component of a 
neural network.[5] The performance of ANN relies on member 
neurons of network collectively. So that it can still perform its 
overall function even if some of the neurons are not 
functioning. Thus, they are very robust to error failure. It 
required a lot of training to 
understand the model of the plant. To approximate complicated 
nonlinear functions is the basic property of ANN. [6] 
 



 
 
Here, neural network is used to produce torque producing 
component of current iqs. 
The back propagation training algorithm is used for this 
network. The following matlab 
simulation program is developed for this purpose, which train 
the network using the back propagation training method.[8] 
 
Code: 
net=newff(minmax(ip11),[2,1],{'tansig','purelin'},'traingd'); 
net = init(net) 
net.trainParam.show =50; 
net.trainParam.lr = 0.1; 
net.trainParam.epochs =5000; 
net.trainParam.goal = 0.001; 
[net,tr]=train(net,ip11,op11); 
a = sim(net,ip11); 
 

 
 
5. Results and discussion: 
Here fuzzy Logic controller and Neural Network controllers 
are developed. Both of these are constructed into 
MATLAB/SIMULINK environment. Simulation tests were 
carried out on the PI 
controller, FL controller and Neural Network controller. 
Results are comp 
response. 
 
Figure 6 show the comparison of speed response of PI, FLC 
and Neural Network controllers at no load. Rise time of fuzzy 
logic controller is found better compare to conventional PI 
controller. Rise time of neural network controller is less than 
that of fuzzy and PI controller. Both fuzzy and 
neural controller does not find any overshoot. Steady state 
error is within limit for both fuzzy and neural network 
controller. Figure 7 (a), Fuzzy logic controller and Neural 
network controller respectively. 

 
 

 
 

 
 

 
 
Fig.7 Stator current comparison at no load 
 
6. Conclusion: 
 
This paper introduces indirect vector control of induction 
motor using intelligent techniques. It successfully demonstrates 
the application of fuzzy logic and neural network for vector 
controlled induction motor drive. Time response of PI 
controller is compared with fuzzy logic controller and 
neural network controller. Performance of Neural Network 
controller is better in terms of rise time. There is no overshoot 
in both fuzzy controller and Neural network controller. Also 
steady state error is acceptable for both the controller. Here the 
performance and reliability of induction 
motor is found better. 
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Abstract:-SOA and Web Services are two buzzwords in the 
software industry now a days. Most of the people are 
confused about, What they are?. And they don’t know the 
difference, they take them as synonyms. In this paper, we 
clearly show the difference between these two.Also the 
architecture of the Web Services in normal situation and 
architecture for web services based on SOA in terms of 
Mobile Augmented Reality System. 

Introduction : 

Einstein made that famous statement many decades ago, and 
it's still relevant today for building superior software systems. 
Unfortunately, as anyone who has been in the IT industry for 
long can point out, far too many software systems have failed 
Einstein's test. Some are made too simple to carry out the 
duties they are supposed to perform. Others are made too 
complex, and the costs of building and maintaining them have 
rocketed, not to mention the nearly impossible tasks of 
integrating different systems together. It seems that reaching 
the right level of simplicity is more like a dream than reality.  

Loose Coupling: 

We don't have to look far to find the problems. As we build 
more and more software systems, we see similar situations and 
patterns appearing. Naturally, we want to reuse the 
functionality of existing systems rather than building them 
from scratch. A real dependency is a state of affairs in which 
one system depends on the functionality provided by another. 
If the world only contained real dependencies, Einstein's test 
would have been satisfied long time ago. The problem is that 
we also create artificial dependencies along with real 
dependencies. 

If you travel overseas on business, you know that you must 
bring power adapters along with you or your life will be 
miserable. The real dependency is that you need power; the 
artificial dependency is that your plug must fit into the local 
outlet. Looking at all the varying sizes and shapes of those 
plugs from different countries, you would notice that some of 
them are small and compact while many others are big and 
bulky. 

The lesson here is that we cannot remove artificial 
dependencies, but we can reduce them. If the artificial 
dependencies among systems have been reduced, ideally, to 
their minimum, we have achieved loose coupling. In that 
sense, Einstein was just talking about was loose coupling. We 
might rework his famous principle thus: "Artificial 
dependencies should be reduced to the minimum but real 
dependencies should not be altered."  

SOA Defined and Explained 

Now we are able to define a Service Oriented Architecture 
(SOA). SOA is an architectural style whose goal is to achieve 
loose coupling among interacting software agents. A service is 
a unit of work done by a service provider to achieve desired 
end results for a service consumer. Both provider and 
consumer are roles played by software agents on behalf of their 
owners. 

This sounds a bit too abstract, but SOA is actually everywhere. 
Let's look at an example of SOA which is likely to be found in 
your living room. Take a CD for instance. If you want to play 
it, you put your CD into a CD player and the player plays it for 
you. The CD player offers a CD playing service. Which is nice 
because you can replace one CD player with another. You can 
play the same CD on a portable player or on your expensive 
stereo. They both offer the same CD playing service, but the 
quality of service is different. 

The idea of SOA departs significantly from that of object 
oriented programming, which strongly suggests that you 
should bind data and its processing together. So, in object 
oriented programming style, every CD would come with its 
own player and they are not supposed to be separated. This 
sounds odd, but it's the way we have built many software 
systems.  

The results of a service are usually the change of state for the 
consumer but can also be a change of state for the provider or 
for both. After listening to the music played by your CD 
player, your mood has changed, say, from "depressed" to 
"happy". If you want an example that involves the change of 
states for both, dining out in a restaurant is a good one. 



The reason that we want someone else to do the work for us is 
that they are experts. Consuming a service is usually cheaper 
and more effective than doing the work ourselves. Most of us 
are smart enough to realize that we are not smart enough to be 
expert in everything. The same rule applies to building 
software systems. We call it "separation of concerns", and it is 
regarded as a principle of software engineering. 

How does SOA achieve loose coupling among interacting 
software agents? It does so by employing two architectural 
constraints: 

1. A small set of simple and ubiquitous interfaces to all 
participating software agents. Only generic semantics 
are encoded at the interfaces. The interfaces should be 
universally available for all providers and consumers.  

2. Descriptive messages constrained by an extensible 
schema delivered through the interfaces. No, or only 
minimal, system behavior is prescribed by messages. 
A schema limits the vocabulary and structure of 
messages. An extensible schema allows new versions 
of services to be introduced without breaking existing 
services.  

As illustrated in the power adapter example, interfacing is 
fundamentally important. If interfaces do not work, systems do 
not work. Interfacing is also expensive and error-prone for 
distributed applications. An interface needs to prescribe system 
behavior, and this is very difficult to implement correctly 
across different platforms and languages. Remote interfaces 
are also the slowest part of most distributed applications. 
Instead of building new interfaces for each application, it 
makes sense to reuse a few generic ones for all applications. 

Since we have only a few generic interfaces available, we must 
express application-specific semantics in messages. We can 
send any kind of message over our interfaces, but there are a 
few rules to follow before we can say that an architecture is 
service oriented. 

First, the messages must be descriptive, rather than instructive, 
because the service provider is responsible for solving the 
problem. This is like going to a restaurant: you tell your waiter 
what you would like to order and your preferences but you 
don't tell their cook how to cook your dish step by step. 

Second, service providers will be unable to understand your 
request if your messages are not written in a format, structure, 
and vocabulary that is understood by all parties. Limiting the 
vocabulary and structure of messages is a necessity for any 
efficient communication. The more restricted a message is, the 
easier it is to understand the message, although it comes at the 
expense of reduced extensibility. 

Third, extensibility is vitally important. It is not difficult to 
understand why. The world is an ever-changing place and so is 
any environment in which a software system lives. Those 
changes demand corresponding changes in the software 
system, service consumers, providers, and the messages they 
exchange. If messages are not extensible, consumers and 
providers will be locked into one particular version of a 
service. Despite the importance of extensibility, it has been 
traditionally overlooked. At best, it was regarded simply as a 
good practice rather than something fundamental. Restriction 
and extensibility are deeply entwined. You need both, and 

increasing one comes at the expense of reducing the other. The 
trick is to have a right balance. 

Fourth, an SOA must have a mechanism that enables a 
consumer to discover a service provider under the context of a 
service sought by the consumer. The mechanism can be really 
flexible, and it does not have to be a centralized registry.  

Purpose of the Web Service Architecture 

Web services provide a standard means of interoperating 
between different software applications, running on a variety 
of platforms and/or frameworks. This document (WSA) is 
intended to provide a common definition of a Web service, and 
define its place within a larger Web services framework to 
guide the community. The WSA provides a conceptual model 
and a context for understanding Web services and the 
relationships between the components of this model.  

The architecture does not attempt to specify how Web services 
are implemented, and imposes no restriction on how Web 
services might be combined. The WSA describes both the 
minimal characteristics that are common to all Web services, 
and a number of characteristics that are needed by many, but 
not all, Web services.  

The Web services architecture is an interoperability 
architecture: it identifies those global elements of the global 
Web services network that are required in order to ensure 
interoperability between Web services.  

What is a Web service? 

A Web service is a software system designed to support 
interoperable machine-to-machine interaction over a network. 
It has an interface described in a machine-processable format 
(specifically WSDL). Other systems interact with the Web 
service in a manner prescribed by its description using SOAP 
messages, typically conveyed using HTTP with an XML 
serialization in conjunction with other Web-related standards. 

Agents and Services 

A Web service is an abstract notion that must be implemented 
by a concrete agent. The agent is the concrete piece of software 
or hardware that sends and receives messages, while the 
service is the resource characterized by the abstract set of 
functionality that is provided. To illustrate this distinction, you 
might implement a particular Web service using one agent one 
day (perhaps written in one programming language), and a 
different agent the next day (perhaps written in a different 
programming language) with the same functionality. Although 
the agent may have changed, the Web service remains the 
same. 

Requesters and Providers 

The purpose of a Web service is to provide some functionality 
on behalf of its owner -- a person or organization, such as a 
business or an individual. The provider entity is the person or 
organization that provides an appropriate agent to implement a 
particular service.  
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the role of policies and how they govern the message level 
model. The abridged diagram shows the key concepts; the 
detailed diagram expands on this to include many more 
concepts and relationships. 

2) The Service Oriented Model focuses on aspects of service, 
action and so on. While clearly, in any distributed system, 
services cannot be adequately realized without some means of 
messaging, the converse is not the case: messages do not need 
to relate to services. 

The Service Oriented Model is the most complex of all the 
models in the architecture. However, it too revolves around a 
few key ideas. A service is realized by an agent and used by 
another agent. Services are mediated by means of the messages 
exchanged between requester agents and provider agents.  

A very important aspect of services is their relationship to the 
real world: services are mostly deployed to offer functionality 
in the real world. We model this by elaborating on the concept 
of a service's owner — which, whether it is a person or an 
organization, has a real world responsibility for the service.  

Finally, the Service Oriented Model makes use of meta-data, 
which, as described in  Service Oriented Architecture, is a 
key property of Service Oriented Architectures. This meta-data 
is used to document many aspects of services: from the details 
of the interface and transport binding to the semantics of the 
service and what policy restrictions there may be on the 
service. Providing rich descriptions is key to successful 
deployment and use of services across the Internet.  

3) The Resource Oriented Model focuses on resources that 
exist and have owners. 

The resource model is adopted from the Web Architecture 
concept of resource. We expand on this to incorporate the 
relationships between resources and owners. 

4) The Policy Model focuses on constraints on the behavior of 
agents and services. We generalize this to resources since 
policies can apply equally to documents (such as descriptions 
of services) as well as active computational resources.  

Policies are about resources. They are applied to agents that may 
attempt to access those resources, and are put in place, or 
established, by people who have responsibility for the resource.  

Policies may be enacted to represent security concerns, quality 
of service concerns, management concerns and application 
concerns.  

Conclusion: 

The web services approach is based on a maturing set of standards 
that are widely accepted and used. This widespread acceptance 
makes it possible for clients and services to communicate and 
understand each other across a wide variety of platforms and 
across language boundaries. Design architecture for mobile 
augmented Reality System SOA based Web Services played vital 
role due to the limitation of mobile device. 
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Abstract:-  Classification trees based on exhaustive search 
algorithms tend to be biased towards selecting variables that 
afford more splits. As a result, such trees should be interpreted 
with caution. In this paper QUEST (QUICK UNBIASED 
EFFICIENT STATISTICAL TREE) algorithm is proposed 
which has negligible bias. Its split selection strategy yields 
binary splits and the final tree can be selected by a direct 
stopping rule or by pruning. Real and simulated data are used 
to compare QUEST with the exhaustive search approach. 
QUEST is shown to be substantially faster as QUEST generates 
random no. of trees like forests and the size and classification 
accuracy of its trees are typically comparable to those of 
exhaustive search. QUEST classifies the data from dataset file 
like ARFF. QUEST works with categorical as well as 
continuous attributes. QUEST gives the better result compare 
to other existing classifiers such as SimpleCart, ID3, J48 etc. 
QUEST gives the statistical binary decision tree. It is the tree 
structured classification algorithm which gives the efficient 
tree. QUEST also does pruning and deals with missing values 
using cross validation. QUEST uses the univariate splits to split 
the node instead of surrogate splits. This thesis gives detailed 
description about the QUEST algorithm. 

 

1. INTRODUCTION 
In Data Mining, many Decision Tree classification methods 

are available. But each method has some drawback. The basic 
decision tree method ID3, which can easily generate the tree but 
neither prune the tree nor deals with missing values. Same way 
CHAID generates non binary decision tree but takes time to 
generate the tree. First the basic decision tree algorithm ID3 has 
been found. But it was having many disadvantages. So many 
new decision tree algorithms were enhanced from basic and 
some problems can be solved by new algorithms. But day by day 
data becomes larger. So there is a need to classify the data from 
large dataset quickly with good accuracy. QUEST which stands 
for QUICK UNBIASED EFFICIENT STATISTICAL TREE can 
classify data more quickly and with low cost because QUEST 
has negligible bias. So by using QUEST algorithm the problem 
of classifying data quickly from large dataset can be easily 
solved. QUEST generates a binary decision tree; therefore it is 
easy to classify the data using QUEST [3] [5]. 

QUEST uses statistical imputation instead of surrogate splits 
as in CART. For both ordered variable and categorical variable, 
different split point selection method is used. [3]. QUEST also 
deals with missing values. QUEST is based on statistics; 
therefore it uses imputation for missing values. are two methods-
Hot Deck imputation and Regression imputation. Hot-deck 
imputation fills in missing values on incomplete records using 
values from similar, but complete records of the same dataset. 
Regression computation is commonly used when auxiliary data 
are available. [8][7] 

The QUEST algorithm can be used in applications such as 
Medical Research, Chemical Laboratory, Food Chemistry, 
Weather Forecasting, Neural Network etc. 

2. CONCEPT OF CLASSIFICATION 
Classification is a data mining (machine learning) technique 

used to predict group membership for data instances. 
Classification and prediction are two form of data analysis that 
can be used to extract models describing important data classes 
or to predict future data trends for which the classifiers are used 
[9]. 

 
2.1 Classification Methods 
2.1.1 Decision Tree 

A decision tree is a flow chart like tree structure in which 
each branch (nonleaf) node represents a choice between a 
number of alternatives, and each leaf (terminal) node represents a 
classification or decision.  A decision tree can be used to classify 
an example by starting at the root of the tree and moving through 
it until a leaf node, which provides the classification of the 
instance. 

Decision Trees are so popular just because, its construction 
does not require any domain knowledge or parameter setting, and 
is appropriate for exploratory knowledge discovery. Decision 
trees can handle high dimensional data. Their representation of 
acquired knowledge in tree form is intuitive easy to assimilate. 
The learning and classification steps of decision tree induction is 
simple and fast. In general Decision Tree classifiers have good 
accuracy.  



In advantages of Decision Tress it can handle both nominal 
and numeric input attributes, can handle datasets that may have 
errors, handle datasets having missing values, it may reduce cost 
even if the cost of classification is high and no need of domain 
knowledge. 

In disadvantages of Decision tree that most of its algorithms 
have discrete values as target values, reduce performance in 
complex interactive attributes, sometimes provide over-
sensitivity to the training set, and sometimes deteriorate when 
handling too much missing values. 

 
2.1.2 Binary Decision Tree 

Binary Decision Trees (BDTs) are essentially computer 
science binary tree structures, enabling a conclusion state to be 
reached from a root node (which you could think of as a question 
or decision choice) via a set of binary (yes/no) decision states.  In 
more down-to-earth terms, it is a technique to allow a conclusion 
to be made based on a specified problem definition.  Decision 
trees are a popular technique in classification systems as well as 
in computer game AI and there are a whole host of related 
algorithms of interest, e.g. ID3. A BDT comprises of a set of 
body nodes which are attached to a root node and which 
terminate at n leaf nodes.  The root and each body node must 
have connections to two other nodes; otherwise they are classed 
as terminating nodes where a decision outcome state has been 
reached.  The uniform design of the tree based on two nodes 
leads to it being called a binary decision tree.  

The leaf nodes in a BDT represent a set of terminating 
"answers" or decision outcome states as I have called them, the 
root and body nodes representing the "questions".  The BDT 
arrives at a decision state by gaining answers to the body 
(yes/no) nodes.  The nature of the response to a particular 
question dictates which node should be followed to the next 
question (or answer if a leaf node is arrived at).  In the case of a 
binary decision  tree the responses can only be “yes” or “no”, 
each corresponding to one of the two available branches at each 
body node. 

 
2.1.3 Various Advanced Decision Trees 
1. ID3: The ID3 algorithm is considered to be very simple 
decision tree algorithm. Using information gain as splitting 
criteria, ID3 ceases to grow when all instances belong to a single 
value of a target feature or when best information gain is not 
greater than zero. ID3 does not apply any pruning process nor 
handles missing values. 
2. C4.5: It is an evolution of ID3 which uses gain ratio as 
splitting criteria. The splitting ceases when number of instances 
to be split is below a certain threshold. Error based pruning is 
performed after the growing phase. C4.5 can handle numeric 
attributes. It can also induce from the training set that 
incorporates missing values by using corrected gain ratio criteria. 
3. CART: CART stands for Classification and Regression tree. 
CART partitions the data into two subsets so that the records 

within each subset are more homogeneous than in the previous 
subset. It is a recursive process—each of those two subsets is 
then split again, and the process repeats until the homogeneity 
criterion is reached or until some other stopping criterion is 
satisfied. It also enables users to provide prior probability 
distribution. 
4. CHAID: A CHAID stands for Chi Squared automatic 
interaction detection was originally designed to handle nominal 
attributes only. CHAID evaluates all of the values of a potential 
predictor field. It merges values that are judged to be statistically 
homogeneous (similar) with respect to the target variable and 
maintains all other values that are heterogeneous (dissimilar). 
CHAID "build" non-binary trees based on a relatively simple 
algorithm that is particularly well suited for the analysis of larger 
datasets.  
5. QUEST: It is a relatively new binary tree-growing algorithm 
(Loh and Shih, 1997). It deals with split field selection and split-
point selection separately. The univariate split in QUEST 
performs approximately unbiased field selection. That is, if all 
predictor fields are equally informative with respect to the target 
field, QUEST selects any of the predictor fields with equal 
probability. QUEST affords many of the advantages of CART, 
but, like CART, your trees can become unwieldy. You can apply 
automatic cost-complexity pruning to a QUEST tree to cut down 
its size. QUEST uses surrogate splitting to handle missing 
values. 
 
3. COMMON CRITERIAS OF ANY TREE BASED 

CLASSIFICATION METHOD. 
 

Merging – relative to the target variable, non-significant 
predictor categories are grouped with the significant categories. 
Splitting – selecting the split point. Variable to split population 
is chosen by comparison to all others. 
Stopping – rules which determine how far to extend the splitting 
of nodes. 
Pruning – branches that add little to the predictive value of the 
tree are removed. 
 
4. QUEST ALGORITHM 

 
Algorithm: Generate a binary decision tree using QUEST 
Algorithm 
Input: 
x Dataset D, which is a set of training tuples and their 

associated class labels 
x Attribute_list, which is the set of candidate attributes 
x Attribute_selection Method, a procedure used to split the 

node and partition the data into individual classes.  
Output: A Statistical Binary Decision Tree 
 
 
 



Method: 
1. Create the Root node R 
2. If tuples in D are all of the same class c, then return R as a 

leaf node labeled with the class C 
3. If attribute_list is empty then return R as a leaf node labeled 

with the majority class in D 
4. Else Association between each input attribute and target 

attribute is computed using  ANOVA-F test if attribute is 
ordinal or Chi-square test if attribute is categorical 

5. If attribute is multi nominal then clustering is used to create 
two super classes. The attribute that obtains the highest 
association with the target attribute is selected for splitting. 

6. Apply the stopping criteria 
7. Prune the tree using Pre-pruning or Post-pruning. 
8. Apply ten fold cross validation to deal with Missing values 
9. Output the binary decision tree 

Fig 1. The QUEST Algorithm 
 

QUEST (Quick, Unbiased, Efficient, Statistical Tree) is a 
binary-split decision tree algorithm for classification and data 
mining technique. The objective of QUEST is similar to that of 
the CART (classification and Regression) algorithm but the 
major differences are: 
x QUEST uses an unbiased variable selection technique by 

default  
x QUEST uses imputation instead of surrogate splits to deal 

with missing values. 
x QUEST can easily handle categorical predictor variables 

with many categories  
 

A variable selection scheme is proposed for constructing 
multivariate classification trees. It utilizes conditional 
independence test derived from hierarchical log linear model for 
three-way contingency table to control selection bias. 
Furthermore, it is compared with some existing selection 
methods in terms of selection power. Simulation results show 
that our method is unbiased and has better selection power. 
QUEST is shown to be substantially faster and the size and 
classification accuracy of its trees are QUEST that 

1) has negligible variable selection bias 
2) Retains the computational simplicity of FACT 

technique 
3) Includes pruning as an option 
4) Yields binary splits 
QUEST method is demonstrated to be much better than 

exhaustive search in terms of variable selection bias and 
computational cost. 

QUEST is a tree-structured classification algorithm that 
yields a binary decision tree like CART. The reason for yielding 
a binary tree is that a binary tree may allows techniques such as 
pruning, direct stopping rules and surrogate splits to be used. 
Unlike CHAID and CART, which handle variable selection and 
split point selection simultaneously during the tree growing 

process. QUEST was demonstrated to be much better than 
exhaustive search methods in terms of variable selection bias and 
computational cost. In terms of classification accuracy, 
variability of split points and tree size, however, there is still no 
clear winner when univariate splits are used. 

For each split, the association between each in put attribute 
and the target attribute is computed using the ANOVA-F test or 
Leven’s test(for ordinal and continuous attribute) or Pearson’s 
Chi-Square (for nominal attribute). An ANOVA F-statistics is 
computed for each attribute. If the largest F-statistics exceeds a 
predefined threshold value, the attribute with the largest F-value 
is selected to split the node. Otherwise, leven’s test for unequal 
variance is computed for every attribute. If the largest levene is 
greater than a predefined threshold value, the attribute with the 
largest levene value is used to split the node.. 

If the target attribute is multinomial, two means clustering is 
used to create two super-classes. The attribute that obtains the 
highest association with the target attribute is selected for 
splitting.  
 
4.1 Advantages of QUEST Algorithm compared to other 
Decision Tree Algorithms 
x Variable selection Bias 
x Computational Accuracy/Computational cost 
x Variability of split points & Tree size 
x QUEST is shown to be substantially faster and the size and 

classification accuracy of its trees are comparable to these of 

exhaustive search. 

4.2 Components of QUEST analysis 
Basic components in a QUEST analysis are as follows: 
x One or more predictor variable: Predictor variables can be 

continuous, ordinal or nominal variables. 
x One target variable: The target variable must be nominal. 
x     Settings for various QUEST parameters: The            
settings include alpha level for variable selection, priors for the 
categorical target variable, profit values and misclassification 
costs, and the variable used as the frequency weight variable. 
 
4.3   Comments on QUEST analysis 
x With categorical dependent variables only. 
x If it is important to have an unbiased tree. 
x If you have a large or complex data set and need an efficient 

algorithm for estimating the tree. 
x Or CART, if you want to restrict your tree to binary splits. 
x If the classification model produced by QUEST is 

measurably better than that produced by the other methods. 
x CART to handle missing values by surrogate splits. 
x Case weight is ignored in the QUEST option. 

Like CHAID, the cost matrix is not directly involved in the  
 
 
 



QUEST tree growing process. 
 However, for a symmetric cost matrix, cost information can 

be incorporated into the model by adjusting the priors based on 
the cost matrix. 

 
4.4   Stopping Rules 

Each of the methods recursively splits nodes until one of the 
stopping rules is triggered. 
The following conditions will cause the algorithm to terminate: 
x The maximum tree depth has been reached. 
x No more splits can be made, because all terminal nodes meet 

one or more of the following conditions: 
x There is no significant predictor variable left to split the 

node. 
x The number of cases in the terminal node is less than the 

minimum number of cases for parent nodes. 
 

4.5   Dealing with missing values 
QUEST uses statistical imputation instead of surrogate splits 

while handling missing values.  
Surrogate splitters are used to classify rows that have 

missing values in the primary splitter. When a row is 
encountered that has a missing value on the primary splitter.  
Data Imputation for Missing Values 

Two of the most commonly used techniques by QUEST for 
data imputation are hot-deck imputation and regression 
imputation. 

Hot-deck imputation fills in missing values on incomplete 
records using values from similar, but complete records of the 
same dataset. 

Regression imputation is commonly used to compensate for 
item non response when auxiliary data are available. It is 
common practice to compute survey estimators by treating 
imputed values as observed data and using the standard unbiased 
(or nearly unbiased) estimation formulas designed for the case of 
no non response. 

 
5. EXPERIMENTS AND RESULT 

To evaluate the performance of the QUEST we are using 
some of the well known UCI (University of California Irvine) 
datasets [10]. The performance of the classification-based 
method is affected by several factors such as the number of 
records, the number of attributes, the number of records on 
which model is built, amount of missing values etc. 

Table1 describes the three different UCI datasets with 
number of instances that we have used for performance study. 

 
Dataset No of Instances
Soybean 5000 

Mushroom 9000 
Waveform 10000 

Table 1. Summary of datasets 
 

The QUEST algorithm’s performance is tested & compared 
with other existing algorithms such as J48, DecisionStump, 

SimpleCart. Compared to other algorithms, QUEST is giving 
better accuracy. The comparison using Soybean dataset is given 
in table 2 and relevant graph is given in fig 2. 

 
Classifier Accuracy(Soybean) 
QUEST 93.41

J 48 91.50
Decision Stump 28

Simple Cart 91.21
          Table 2. Classifier vs Accuracy 

We have also done comparison with Mushroom and 
Waveform datasets with different number of instances. We found 
that most of the cases QUEST giving better result. 

Figure 
2. Comparison of different classifiers’ accuracy on Soybean 
dataset using WEKA tool. (Accuracy shows in percentage). 
The x- cordinates shows the accuracy, y-cordinates shows 

classifiers. 

6. CONCLUSION 

This paper comprehensively shows how the QUEST 
algorithm being run and also done the comparison of QUEST 
with other classifiers with large datasets. So we can conclude that 
with negligible bias, binary split strategy and stopping rules, 
QUEST generating attractive results as compare with other 
classifier trees. 
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ABSTRACT:-THIS SYSTEM CAN DETECT THE SOURCE OF GUN 
FIRE. THE WORKING PRINCIPLE OF THE SYSTEM IS THAT SOUND 
WAVES TRAVEL AT FINITE SPEED AND A SINGLE SOUND PICKED 
UP BY MULTIPLE MICROPHONES SPATIALLY DEPLOYED, WOULD 
BE OFFSET IN TIME. IN SIMPLE PARLANCE, THE MICROPHONE 
WHICH IS NEAREST TO THE SOUND SOURCE WILL PICK UP THE 
SOUND FIRST AND THAT WHICH IS FARTHEST WILL BE THE LAST 
TO HEAR IT. TO MAKE THE USE OF THIS PRINCIPLE IN A 
PRACTICABLE GADGET, NUMEROUS MICROPHONES ARE PLACED 
IN SPECIFIC MANNER IN TWO PLANES AND THE OUTPUT OF 
EACH MICROPHONE IS CONNECTED TO A PROCESSING CIRCUIT. 
THE PROCESSING CIRCUIT HAS TO ACCOMPLISH SOME VERY 
IMPORTANT TASKS. THE FIRST WOULD BE TO AUTHENTICATE 
THE SOUND AS A AK47 GUN SHOT AND TO STOP THE SYSTEM 
FROM GENERATING FALSE ALARMS WHEN IT PICKS UP A FIRE 
CRACKER OR A TIRE BURST. TO DO THIS SOUND COMPARISON 
ALGORITHM IS BEING IMPLEMENTED USING MATLAB. ONCE 
THIS IS DONE THE REST OF THE PROCEDURE IS VERY STRAIGHT 
FORWARD. THE DELAY BETWEEN TWO MICROPHONES IN 
HORIZONTAL PLANE WILL DETERMINE THE DIRECTION OF GUN 
FIRE.THE INSTRUMENT CAN BE A GREAT HELP TO THE 
MILITARY AND OTHER SECURITY FORCES ON PATROL. SUCH AN 
INSTRUMENT WOULD BE A BOON TO SECURITY FORCES IN 
SURVIVING GUERILLA ATTACKS IN MILITANCY INFLICTED 
AREAS SUCH AS THE KASHMIR VALLEY AND THE EASTERN 
STATES. THE DISPLAY OF THE SYSTEM CAN BE CONSTRUCTED IN 
ANY WAY AS THE USER WOULD LIKE IT FOR INSTANCE IF THE 
MILITARY IS ABOUT TO USE IT, A PREFERABLE DISPLAY WOULD 
BE A CLOCK LIKE DIAL WITH LEDS MOUNTED AT DIFFERENT ‘O 
CLOCKS’ WITH WHICH THEY ARE VERY FAMILIAR ALONG WITH 
SOME AUDIO WARNING. IN SUCH A SYSTEM IF THE SYSTEM 
DETECTS THAT A SHOT HAS BEEN FIRED FROM THE FRONT THE 
12 O CLOCK LED WILL LIGHT UP. THIS SYSTEM CAN ALSO BE 
MOUNTED ON PATROLLING VEHICLES.  
 Field of the Invention  
 
The present invention generally relates to gunshot detection. 
More particularly, the present invention is directed to using 
multiple installations of sound detection, recording devices for 
detecting firing of a gun or an explosion, identifying of a 
location of such firing or explosion, and of a possible suspect 
of such firing or explosion.  
It would therefore be desirable to provide a system to detect a 
gunshot, determine the direction from which it was fired, and 
initiate recording of the area of the event immediately upon the 
event occurring. 
Here the task is divided into three different parts 
1) Comparing input signal(gun shot or other sound) with 
stored ak47 gun shot, which decides whether direction is to be 
detected or not 
2) Using parallel port of computer for indication if input 
signal is gun shot. Direction detection hardware is going to 

display direction only when input signal is gunshot and output 
of  parallel port is 1. 
3) Hardware of direction detection consists of 8  
microphones, supported by 8 preamplifiers and monostable 
multivibrators. Output of all 8 multivibrator is provided to port 
of microcontroller, and based on which input comes first 
direction is detected. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Layout of system 
Figure 1 shows flow layout of system in which the whole task 
is divided into 2 portions. Signal comparison and direction 
detection. As shown in figure signal comparison loop and 
direction detection loop are working in parallel. When any 
input signal (acoustic in nature) comes, microphone that is 
connected to signal comparison loop picks up a sound and is 
given as an input to matlab for comparison purpose to decide 
whether input is ak47 or not. At a same time microphones 
connected to direction detection system would pick up sound 
and will determine direction as per input from which 
microphone is coming first. Result of direction is stored in one 
of the working register of direction detection circuit. 
Direction detection circuit will not display the output till it will 
get input from signal comparison network. If input signal is 
ak47 then output of one parallel port line is given to direction 
detection circuit to inform that input was ak47. Then direction 
will be displayed. 
 
Comparison of input signal 
First task is to compare input signal with pre stored gun shot 
signal continuously. Using wavread command, matrix of stored 
signal is generated and using wavrecord command matrix of 
input signal is generated. Then using algorithm for comparison 
between two sounds their similarity is checked. 
 
Comparison between two signals(audio signals) can be done 
using cross correlation which is the basic method of comparing 
frequency components of two signals. Figure 2 shows original 
ak47 signal and figure 3 shows recorded signal. 

Input 

Sound comparison 
network 

Direction 
detection network 

Display direction 



 
Figure 2: Original ak47 signal 

 
Figure 3: Recorded ak47 signal 

As shown in above case as microphone was very near to source 
of gunshot there is 82.252% of cross correlation between input 
and stored sound. 
Similarly table 1 shows cross correlation factor of original 
ak47 sounds with other signals. Here based on user’s accuracy 
requirement system parameter for accuracy can be modified. It 
can be easily achieved that if cross correlation factor is greater 
than some threshould level then output of parallel port will be 
high other wise it will be low. 
 
Another requirement of real time system is time required for 
processing  should be as small as possible  
other wise if processing time is more then, required task of 
pointing suspected region ( if this system is used for security) 
can not be achieved. Processing time can only be reduced by 
doing some signal processing on  input signal. For example if 
input signal is below some threshould and that can be defined 
by range of device. So that if input is less than some threshold,  
direction will not be displayed. 
 

 

 
 

Figure 4: Trucated part of original ak47 

 
Table 1: Cross correlation factor of ak47 with other sounds 

 
 

 
Suppose ak47 is of 2 second signal,  then recording cannot be 
done for exactly 2 second but more than 2 seconds. Solution to 
above problem can be achieved by truncating the portion 
which is below some threshold level so comparison time 
required will be less. Here figure 2 shows original ak47 and 
figure 3 shows recorded ak47. Direction comparison between 
them requires atleast 6 minutes to check whether recorded 
signal is ak47 or not, whereas comparison between their 
truncated part as shown in figure 4 and figure 5 respectively 
requires only 1 minute and 18 seconds for comparison purpose. 
 

 
 
 
 
 
 
 
 
 
 

 

 
 

Figure 5: Truncated part of recorded ak47 
SYSTEM FOR DIRECTION DETECTION 

Introduction 

Presently I have devised a system that senses direction with the 
help of only two microphones. Later I intend to construct a 
system that uses eight microphones to sense the direction of 
the sound source from all the four directions. The block 
diagram of the system is as shown in Figure 6. The sound is 
picked up simultaneously by the two condenser microphones 
for direction detection and one dedicated microphone having 
good frequency response is used as an input transducer for 
recording purpose and comparison purpose for computer. The 
outputs of these microphones are quite low and thus are 
amplified by their corresponding identical pre amplifiers. 
These amplified signals are used to trigger two different 
monostables. Both these monostables have identical time 
periods. The outputs of these monostables are used to provide 
interrupt to the microcontroller. The output of the system is a 
clock dial type led display which is driven by the controller 
port which has been configured as the output port by the 
software.  

Other sound Crosscorrelation(%) 
Ak47 100 
Ak47b 82.252 
Ak47l 44.917 
Explo 3.7 

Explob 3.8 
Gs 6.09 

Gsb 6.149 
Spoken word 6.88 



 

Figure 6: Block diagram of direction detection system using 2 microphones 

Presently my system is working for two directions only i.e. north 
and south or it can be said that its resolution is 180 degree. 
Figure 7 shows flow chart of direction detection system. 

As shown in figure 6 direction detection system is after 
initialization waiting for input. If there is any acoustic signal 
present then depending on place of gun fire (i.e. source of sound 
wave), LED will glow up for some time delay set using software. 
There are 2 basic problems if above system is used. They are 
as (1) If there are simultaneous gun shot from different 
direction then this system will not be able to distinguish 
whether source of gun fire is from which particular direction. 
(2) If gun fire is from center (i.e. all microphones receive 
signal of gun shot simultaneously) then based on which 
hardware having less propagation delay will generate output 
first, which gives wrong indication. (as here hardware for all 
sensors i.e. preamplifier, monostable multivibrator are 
constructed using same component value but practically due to 
tolerance they will not be same). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
            NO 
 
 
                                          YES 
                                                 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Flowchart of microcontroller based system for direction detection 
using 2 microphones 

 

 
 

Figure 8: Propagation delay between of two similar hardware 
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Figure 9: Flowchart of modified system 

For solution of 1st problem one assumption is made i.e. for 
given delay only one gun shot can be detected. 
If there are simultaneous gun fires then system will not be able 
to detect every gun shot but is limited to only some which 
depends what is the delay between gun shots. It is achieved by 
blocking the input for some time delay.  
Solution to 2nd problem is made by finding propagation delay 
of two hardware; one which is faster compared to other is 
delayed using software technique. i.e. if input to both 
microphones comes during some prescribed time delay, then 
source is  center other wise it is from any particular direction. 
Figure 8 shows time delay in two similar hardware measured 
using DSO.  
Solution to above two problems is shown in figure 9 which 
shows flow chart for two microphone direction detection 
system. As stated above here another input is blocked after 
occurrence of  one input for some time duration and to get 
correct center reading additional delay is added using software 
techniques. 
 
CONCLUSION 

In this dissertation, I have proposed the basic issues in 
designing gun shot direction detection which is used for 
military and homeland security. The design has to very 
sensitive to decide whether gun shot detection was for ak47 so 

that false direction detection can be prevented. Also while 
designing hardware for direction detection one has to think for 
critical timings of this system, as microcontroller (or any other 
processor) is responding in microseconds, so delay produced 
by each hardware should be equal., which challenges the 
component accuracy. Any change in time delay needs to 
corrected either in hardware or using software loop. 
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   Abstract:-Classification is the process of deriving 
unknown values of certain attributes of interest based on 
the values of the other attributes. Multiple classifier system 
(MCS) has shown to be an effective technique for 
classification. MCS construct a set of classifiers and then 
classify new data sets by taking votes of their prediction. 
Bagging is basically a multiple classifier ensemble based 
system improving the accuracy of the single base classifier 
learned on entire data, by using combination of models.  In 
basic bagging approach, different bags (models) are 
created by sampling (with replacement) of the original 
training data set. Each bagged train set is independently 
used to generate a classifier, and classifier predictions are 
combined using as a simple majority voting system. 
However there is no guarantee that bagging will improve 
the performance of the base classifier every time, in some 
situations it fails to do so. Also bagging may work 
deterioratically in large dataset as well. 

The main objective of the paper is to overcome the 
above defined problem, by using the same bootstrapping 
and aggregating method. Bagged predictors are 
constructed discarding the bootstrap samples which 
generate the accuracy which is less then the base classifier 
accuracy considering the involvement of the base classifier 
at the time combining all the models. The approach would 
be quite effective improving the accuracy of the base 
classifier as well as basic bagging classifier in a situation 
when bagging fails sometimes to do so. 

 
1. INTRODUCTION 

In matters of great importance that have financial, medical, 
social, or other implications, we often seek a second opinion 
before making a decision, sometimes a third, and sometimes 
many more. In doing so, we weigh the individual opinions, and 
combine them through some thought process to reach a final 
decision that is presumably the most informed one.  

The process of consulting “several experts” before making 
a final decision is perhaps second nature to us; yet, the 
extensive benefits of such a process in automated decision 
making applications have only recently been discovered by 
computational intelligence community. 

Also known under various other names, such as multiple 
classifier systems, committee of classifiers, or mixture of 
experts, ensemble based systems [2][3] have shown to produce 
favorable results compared to those of single-expert systems 
for a broad range of applications and under a variety of 
scenarios. Popular ensemble based algorithms, such as 
bagging, boosting, stacked generalization, and hierarchical 
mixture of experts. 

A supervised machine learning task involves constructing 
a mapping from input data (normally described by several 
features) to the appropriate outputs. In a classification learning 
task, each output is one or more classes to which the input 
belongs. The goal of classification learning is to develop a 
model that separates the data into the different classes, with the 
aim of classifying new examples in the future.  

Given a new example, the ensemble passes it to each of its 
multiple base models, obtains their predictions, and then 
combines them in some appropriate manner (e.g., averaging or 
voting).  

4.  CONCEPT OF BOOTSTRAPPING 
Bootstrap is sampling with replacement from a sample. 

Bootstrapping is the practice of estimating properties of an 
estimator (such as its variance) by assuming set of observations 
to be from an independent and identically distributed 
population, this can be implemented by constructing a number 
of resamples of the observed dataset (and of equal size to the 
observed dataset), each of which is obtained by random 
sampling with replacement from the original dataset. It may 
also be used for constructing hypothesis tests. The advantage 
of bootstrapping over analytical methods is its great simplicity. 

MCS is a meta-algorithm uses bootstrapping to improve 
machine learning of classification and regression models in 
terms of stability and classification accuracy. 



3. CLASSIFIERS 
Classification is a data mining (machine learning) 

technique used to predict group membership for data instances. 
Classification and prediction are two form of data analysis that 
can be used to extract models describing important data classes 
or to predict future data trends for which the classifiers are 
used. 

Basically two types of classifiers: Stable and Unstable. The 
most popular and commonly used stable classifiers are – Fisher 
Linear Discriminant (FLD) and Nearest Mean Classifier 
(NMC), and unstable are – Decision Tree, Decision Stumps 
[5]. MCS uses C4.5 Decision Tree Classifier as a base. 

 4. ENSEMBLE SYSTEM 
An ensemble method for classification tasks constructs a 

set of base classifiers from the training data and performs 
classification by taking a vote on the prediction of each base 
classifier. Many traditional machine learning algorithms 
generate a single model (e.g., a decision tree or neural 
network). Ensemble learning methods instead generate 
multiple models.  
4.1 Reasons for using Ensemble Based System  

There are several theoretical and practical reasons why we 
may prefer an ensemble system: 
 
Statistical Reasons:  

A set of classifiers with similar training performances may 
have different generalization performances. In fact, even 
classifiers with similar generalization performances may 
perform differently in the field. 
Large Volumes of Data:  

In certain applications, the amount of data to be analyzed 
can be too large to be effectively handled by a single classifier. 
Partitioning the data into smaller subsets, training different 
classifiers with different partitions of data and combining their 
outputs using an intelligent combination rule often proves to be 
a more efficient approach. 
Too Little Data: 

In the absence of adequate training data, resampling 
techniques can be used for drawing overlapping random 
subsets of the available data, each of which can be used to train 
a different classifier, creating the ensemble. Such approaches 
have also proven to be very effective. 
Divide and Conquer:  

Regardless of the amount of available data, certain 
problems are just too difficult for a given classifier to solve. 
More specifically, the decision boundary[3] that separates data 
from different classes may be too complex, or lie outside the 
space of functions that can be implemented by the chosen 
classifier model.  
4.2 Diversity 

If we had access to a classifier with perfect generalization 
performance, there would be no need to resort to ensemble 
techniques. The realities of noise, outliers and overlapping data 
distributions, however, make such a classifier an impossible 
proposition. At best, we can hope for classifiers that correctly 
classify the field data most of the time. The strategy in 
ensemble systems is therefore to create many classifiers, and 
combine their outputs such that the combination improves 
upon the performance of a single classifier. This requires, 

however, that individual classifiers make errors on different 
instances. The intuition is that if each classifier makes different 
errors, then a strategic combination of these classifiers can 
reduce the total error, a concept not too dissimilar to low pass 
filtering of the noise. The overarching principal in ensemble 
systems is therefore to make each classifier as unique as 
possible, particularly with respect to misclassified instances.  

Classifier diversity [3] can be achieved in several ways. 
The most popular method is to use different training datasets to 
train individual classifiers. Such datasets are often obtained 
through resampling techniques, such as bootstrapping or 
bagging, where training data subsets are drawn randomly, 
usually with replacement, from the entire training data.  
 
4.3. Creating an Ensemble 

Two interrelated questions need to be answered in 
designing an ensemble system: i) how will individual 
classifiers (base classifiers) be generated? And ii) how will 
they differ from each other? The answers ultimately determine 
the diversity of the classifiers, and hence affect the 
performance of the overall system.  

Therefore, any strategy for generating the ensemble 
members must seek to improve the ensemble’s diversity. In 
general, however, ensemble algorithms do not attempt to 
maximize a specific diversity measure. Rather, increased 
diversity is usually sought—somewhat heuristically— through 
various resampling procedures or selection of different training 
parameters. The above defined diversity measures can then be 
used to compare the diversities of the ensembles generated by 
different algorithms. 
 

5. BAGGING METHOD 
In data mining, a model generated by machine learning can 

be regarded as an expert. Expert is probably too strong a word 
– Depending on the amount and quality of the training data, 
and whether the learning algorithm is appropriate to the 
problem. An obvious approach to making decisions more 
reliable is to combine the output of different models. Several 
machine learning techniques do this by learning ensemble of 
models and using them in combination: prominent among 
these are schemes called bagging, boosting, and stacking. All 
are used to increase the predictive performance over a single 
model. And they are general techniques that can be applied to 
numeric prediction problems and to classification tasks[1]. 

The simplest way to do this in the case of the classification 
is to take the vote (majority vote); in the case of numeric 
prediction, it is calculating the average vote. So Bagging uses 
majority voting (for classification) or averaging (for numeric 
prediction) to combine the output of individual models. 

Bagging is a statistical re-sample and combining technique 
used to reduce the misclassification error of a base classifier. It 
is based on bootstrapping and aggregating techniques. 
 
 
 
 



6. BAGGING ALGORITHM 
Input: 

x D, a set of d training tuples; 
x K, the number of models in the ensemble; 
x A learning scheme (e.g. decision tree algorithm, back 

propagation, etc.) 
Output: A composite model, M*. 

Method:  

• for i = 1 to k do // create k models 
•       create bootstrap sample, Di , by sampling D with 

replacement; 
•       use Di to derive a model, Mi; 
• endfor; 

 
To use the composite model on a tuple, X: 

• if classification then 
•       let each of the k models classify X and return the 

majority vote; 
• if prediction then 
•       let each of the k models predict a value for X and 

return the average predicted value. 
Fig. 1. The Bagging Algorithm 

Given a set, D, of d tuples, bagging works as follows. For 
iteration i, (i = 1,2,.., k), a training set , Di,  of d tuples is 
sampled with replacement from the original set of D tuples, 
D. Note that the term Bagging stands for bootstrap 
aggregation. Each training set is a bootstrap sample. To 
classify an unknown tuple X, each classifier, Mi, returns its 
class prediction, which counts as one vote. The bagged 
classifier, M*, counts the votes and assigns the class with the 
most votes to X. Bagging can be applied to the prediction for 
a given test tuple. The algorithm is summarized in the fig. 
4.6. The increased accuracy occurs because the composite 
model reduces the variance of the individual classifiers. 

Although the bagging algorithm has been known to be 
known in increasing the accuracy of prediction of the base 
unstable classifiers constructing bootstrap samples from 
training sets and then aggregating to form a final predictor, 
the main problem with this method is that there is no 
guarantee that bagging will improve the performance of any 
base classifier every time [1]. The other problem may arise 
when there is a large dataset of training tuples are there, in 
that case bagging would not be much effective. 
 
7. MCS ALGORITHM 

MCS is a modified bagging algorithm using C4.5 as a 
base classifier, aggregating the models discarding the 
classifier generating weak result. 

The bootstrapping and aggregating is in following way. 

Input:  1) A set of training tuples 
2) The number of models (bootstrap) in the       

                   ensemble 
3) A learning scheme (Decision Tree here) 

Output: A composite model 
 

Method: 
(1) Initialization of the training set & testing set from       
          given data set. 
(2) Apply training data to the base learning, generate a model 

and calculate accuracy  (ACCbase) 
(3) Repeat for number of times (as number of           
       bootstrap) 

(a) Create bootstrap sample, by sampling with       
replacement the original training set. 

(b) Apply base learner on each bootstrap and         
calculate accuracy, (ACCboot). 

 (c)   Compare ACCboot with ACCbase 

 (d)   If ACCbase < ACCboot   
 (i)   Consider base model as bootstrap model else 

  (ii)   Consider bootstrap model       
(4) Calculate majority voting for classification and average      
      accuracy for prediction   

Fig. 2. The MCS Algorithm 

 

Figure 3 The figurative view of the MCS algorithm 
  

The dataset is taken, and then it is divided in to training 
set and testing set according to holdout method in which 2/3 
of the set is taken as the training set and remaining 1/3 used 
as a testing set.  Select the base learner classifier 
(here D.T.C4.5) and apply training data and calculate 
accuracy, which is called ACCbase .  

Create number of bootstraps by doing sample with 
replacement method on the original training set. Take one 
bootstrap and apply base learner on it and generate 
accuracy, ACCboot . Do this process for each of the 
bootstraps. 

Now compare ACCboot with ACCbase. if the accuracy of 
the bootstrap model is less than the accuracy of the base model, 
then at particular time the accuracy of the base model will be 
considered as a model for final decision, else the accuracy of 
the bootstrap model will be considered. 
 Calculate the majority voting method for better 
classification and aggregating for prediction. 
 

8. EXPERIMENTS AND RESULTS 
To evaluate the performance of the MCS e are using 

five of the ell known UCI (University of California Irvine). 
The performance of the classification-based method is 
affected by several factors such as the number of records, the 
number of attributes, the number of records on which model 
is built, number of bootstraps etc. 

Table1 describes the six different UCI datasets with 
number of instances that we have used for performance study. 

 
Dataset No of Instances 
Credit-G 1000 
Optdigits 5620 
Weather 13918 



Ecoli 20502 
Adult 32561 

Wisconsin 65156 
Table 1. Summary of datasets 

 
Table 2 describes the comparison between Bagging and 

MCS with C 4.5 as a base classifier. We can see that the 
accuracy is incremented in case of MCS.  

 
Dataset Bagging with  

C4.5 (%) 
MCS 

Credit-G 74.05 82.05 
Optdigits 93.92 94.56 
Weather 90.57 91.20 

Ecoli 87.93 88.10 
Adult 79.21 82.27 

Wisconsin 95.04 95.10 

Table 2. Accuracy performance (Bagging Vs MCM) 
 

We have also compared Bagging and MSC with all the 
datasets using REPTree and Decision Stumps as base 
classifiers. In all the comparison we got improved results in 
MSC then in Bagging. 
 

 
Figure 3. Comparison of Bagging and MCS 

(Muntiple Classifier System) using WEKA tool. The x- 
cordinates shows different datsets, y-cordinates shows 

accuracy in percentage. 
 

So, we can say that because of the instability of the base 
classifier, Bagging may fail to improve performance of base 
classifier, also bagging may work deterioratically in some large 
benchmark datasets as well. In that situation MCS may help to 
improve that. 

 
 

9. CONCLUSION 
  This paper comprehensively shows the comparison 

between MCS algorithm and Bagging using C4.5 as a base 
classifier. Due to the instability of the base classifiers (i.e. 
Decision Tree C4.5), there is no guarantee that bagging will 
improve the performance of the base classifier every time. 
MCS eliminates the limitations of Bagging on benchmark 
datasets and improves the accuracy. 
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ABSTRACT-:Indian urban areas are experiencing drastic 
growth in vehicular population due to most classical reasons 
of  speedy industrialization and urbanization growth . 
Upshots of such growth  are delay and increase traffic 
congestion on roads, up surging of travel time and fatal 
accidents and beyond all these the most objectionable issue of 
increasing pollution levels in urban bases. This paper is an 
attempt to focus on the pollution level on some of the 
significant intersections of Surat city in Gujarat. 

 

INTRODUCTION 

The tremendous increase in mobilization of human society has 
resulted in phenomenal rise in vehicular traffic on the major 
roadways. The vehicles discharge an appreciable  amount of 
exhaust emission, which consist of poisonous gases like carbon 
monoxide, sulpher dioxide, oxides of nitrogen etc. The 
emission from the vehicles cause adverse effects on plants 
,human beings, animals, soil and other environmental 
components, However every urban area dominance  some 
significant points, regions, stretches of traffic with heavy air 
pollution and the road intersections are the most critical 
locations in urban region ,where air pollution is at predominant 
stage. Presently world survey points out that many developed 
urban regions are under the influence of air pollution due to 
vehicular population and many of them have reported the 
major level of such emission at traffic road intersections due to 
one or another reasons which may be due to improper practice  

 

of maintaining vehicles , improper operation , old age vehicles 
, unrealistic design of road intersections or lacking or 
signalized intersection etc. ,Among  these  

 

many cities , megacities , towns of India are facing nastiest 
scenario at various temporal stages during the year. 

 

 

The present study is carried out at Surat city which is 
considered as one of the most developed city of Gujarat state in 
India. However  due to fast development and expansion of city 
Surat is also experiencing the classical issues of urban 
transportation like traffic congestion , traffic delay and the 
most crucial issue of urban air pollution. Here efforts are 
carried out to recognize most air pollution stimulating  traffic 
intersections in the city and  traffic volume surveys alongwith  
mission  survey  for  CO  and HC  pollutants  have  been  
conducted  at  some  of such intersections during some peak 
duration. 

MATERIAL AND METHODS 

Primarily on the base of  present scenario of  city traffic as well 
data of RTO-Surat & Surat Municipal Corporation (SMC) city 
area is classified on the base of  primary and secondary traffic 
intersections where air pollution fluctuates, however during 
such classification it is taken care that same categories of 
intersections are grouped in same group .(This identification of 
road intersections includes only intense pollution prone 
intersections, so not all intersections of city are included and it 
is also to be noted that survey work is carried out only at some 
of the following intersections till, remaining is under progress- 
Some more intersections may be identified at later stage of 
survey). Such categories of road intersections are defined on 
the base of traffic density, use of such intersections during day 
and night, average pollution level ,traffic delay on such 
intersection etc. According to this  two categories of road 
intersections , i.e primary and secondary are designated under 
this survey.(List of existing intersections under these 
categories are listed in Table-1 ).Mixed traffic conditions were 
observed during survey work at peak and slack timings. 

 

 

 

 

 



  

 

Table-1 Identified Primary Intersections 

Sr 

No 

Name of Intersection Assigned Id Type of Intersection     Name of Road 

1 Gujarat Gas Circle P1 Four arm Signalized 
roundabout 

Hazira Road 

2 Palanpur Patia P2 T-Type signalized Rander Road 

3 Sona Restaurant P3 Four arm signalized Rander Road 

4 Navyug College P4 Four arm staggered 
signalized 

Rander Road 

5 Sargam Shoping Centre P5 Four arm  staggered 
Signalized  

Dumas Road 

6 Chopati P6 T-Type signalized Dumas Road 

7 Athwagate flyover bridge P7 Four arm staggered 
signalized 

Dumas Road-Ring 
Road 

8 Majura Gate Circle P8 Four arm staggered 
signalized 

Ring Road 

9 Chowk Circle P9 Four arm signalized Stn Road 

10 Sahara Darwaja P10 T-Type staggered 
signalized 

Ring Road 

11 Delhi Gate P11 Four arm signalized Stn Road 

 

Table-2 Identified Secondary Intersections 

Sr 

No 

Name of Intersection Assigned Id Type of Intersection     Name of Road 

1 Choksi wadi S1 T-Type signalized Kadvapatidarwadi 
Arterial Road 

2 Bhulka Bhavan S2 T-Type signalized Hazira Road 

3 Rishabh Circle S3 Four arm signalized Rander Road 

5 Bhagal Circle S4 Four arm Signalized  Stn Road 
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FUTURE WORK 

Above scenario represents the need of detail survey at another 
intersections and model study of vehicular exhaust emission, 
However such thing can be carried out with conventional way 
of stastical modeling approach but with the modern trend of 
research has now opened the research prospects with 
geospatial base where numerous factors can be considered 
simultaneously for modeling analysis of pollutant emission at  
respective  geo referenced locations. GIS and GPS are the best 
modeling tools and analytical approach for this. Multi decision 
making can also be incorporate with the introduction of GIS 
and GPS study of identified intersections. So in such regard 
these two and other road intersections are planned to map with 
GPS and configured with GIS for detailed analysis of pollutant  
behaviour at typical intersection and it can be easily verified by 
implementing the model at same type and same traffic 
patterned intersection. 

 

CONCLUSION    

As from the obtained results it appears that  Old aged vehicles 
are prone to cause much emission of CO and HC than the new 
i.e (having the age less than 10 years) and also 2 Strokes 
vehicles are found with more concentration of CO and HC than 
4 Stroke. It is interested to note that despite of same type 
vehicles(i.e-2 stroke or 4-stroke) emission was found different 
due to vehicular age factor, adulteration of fuel, etc. Such 
factors should be analyzed simultaneously to get more concrete 
outcome of the modeling study to be carried out at said 
intersection. However in present case study survey was 
preliminary level survey but detail survey with more 
parameters and by incorporating seasonal variations is required 
to create geospatial model for the air pollution study at these 
and other remaining primary and secondary road intersections. 
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Abstract-: Space–time coding is a technique used in wireless 
communications to transmit multiple copies of a data stream 
across a number of antennas and to exploit the various 
received versions of the data to improve the reliability of data-
transfer. The fact that transmitted data must traverse a 
potentially difficult environment with scattering, reflection, 
refraction and so on as well as be corrupted by thermal noise 
in the receiver means that some of the received copies of the 
data will be 'better' than others. This redundancy results in a 
higher chance of being able to use one or more of the received 
copies of the data to correctly decode the received signal. In 
fact, space–time coding combines all the copies of the received 
signal in an optimal way to extract as much information from 
each of them as possible. This paper presents performance 
evaluation of concatenated Space Time code in Rayleigh 
Fading environment. This code uses Space Time Trellis Code 
as Outer code and space Time Block Code as inner code. 
Hence providing advantage of diversity of STBC along with 
STTC’s decoding advantage 

 

Section-1 

Space Time Block Codes: Introduction 
 
In the case of STBC in particular, the data stream to be 
transmitted is encoded in blocks, which are distributed among 
spaced antennas and across time. While it is necessary to have 
multiple transmit antennas, it is not necessary to have multiple 
receive antennas, although to do so improves performance [1]. 
This process of receiving diverse copies of the data is known as 
diversity reception and is what was largely studied until 
Foschini's 1998 paper. 
 
An STBC is usually represented by a matrix. Each row 
represents a time slot and each column represents one antenna's 
transmissions over time. 
 

A. Alamouti scheme with two transmitter one receiver [2] 
The scheme uses two transmit antennas and one receive antenna 
and may be defined by the following three functions: 

• The encoding and transmission sequence of information 
symbols at the transmitter; 

• The combining scheme at the receiver; 

• The decision rule for maximum likelihood detection. 

1) The Encoding and Transmission Sequence: At a given 
symbol period, two signals are simultaneously transmitted from 
the two antennas. The signal transmitted from antenna zero is 
denoted by s0 and from antenna one by s1. During the next 
symbol period signal     (-s1

*) is transmitted from antenna zero, 
and signal s0

*   is transmitted from antenna one  where * is the 
complex conjugate operation. This sequence is shown in Table I. 

 TX ant0 TX ant1 

Time t s0 s1 

Time t+T -s1
* s0

* 

 
 Table 1: the notation for the transmitted signals at the two 
transmit antennas 

Here encodings is done in space and time. The channel at a time t 
is modeled by a   complex multiplicative distortion h0(t) for 
transmit antenna 1 and  h1(t) for transmit antenna 2.We assume 
that the fading is constant across 2 consecutive symbols . 

h0 (t) = h0 (t + T) =Į0 e jș   ;  h1(t) = h1 (t +T ) =Į 1e jș   (1) 
where T is the symbol duration.  The Receiver symbols can now 
be expressed as  
r0 (t) = r0 (t + T) = h0 s0+ h1 s1 +n0 

r1 (t) = r1 (t + T) = -h0 s1
*
 +h1 s0 

* + n1  

 (2) 

Where r0 and  r1 are received signals at a time t and t+T and n0  
and  n1 are complex random variable representing receiver noise 
and interference.  Received signal r0 consist of signals s0 and s1 
and received signal r1 consist of the conjugate s1

* and s0
*   To 

determine the transmitted signals, we have to uncouple the 2 
equations and extract out measures of the transmitted signals 
from these equations .This is done in the combiner the combiner 
is associated by the channel estimator which provides perfect 
estimation of the channel parameters. 
The main advantages of the Alamouti scheme is that simple 
signal processing is performed to separate the signals s0 and s1 
respectively the estimates of the transmitted signals are formed 
as  

s0
~ = h0

* r0+ h1 r1
* 

            s1
~ = h1

* r0 – h0
 r1

*       

 (3) 
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Fig 1: 2 transmitter and 1 receiver system using BPSK 
constellation 

 
Fig 2: 2 transmitter and 2 receiver scheme using BPSK 

constellation 
 

 
Fig.3: 2 Transmitter and 2 receiver scheme using QPSK 

constellation 
 

It can be seen from the BER characteristics that with the 
Alamouti Scheme good error performance can be achieved at 
lower SNR. The BER performance is independent of modulation 
used so using this scheme even a lower complexity modulation 
system can perform better. Improvement in Performance can be 
achieved using diversity. i.e.  the system performance can be 
increased significantly by increasing the number of  transmitting 
and receiving antennas. 

 

Section II 

1) Space Time Trellis Codes: Introduction 
 

Space-Time Coding (STC) is an open loop transmission scheme 
that was introduced by V. Tarokh[5]. In STC, joint design of 
channel coding and modulation is done to create efficient 
transmission techniques which improve system performance by 
providing both the diversity advantage of multiple transmit 
antennas and coding gain. In [5], space-time codes based on 
trellis-coded modulation (TCM) are presented. These codes are 
called Space-Time Trellis Codes (STTC) and their performance 
was shown to be very good in slow Rayleigh fading 
environments. The receiver for these STTC schemes uses 
Maximum Likelihood Sequence Estimation (MLSE) and the 
decoding complexity for these schemes (measured in terms of 
number of trellis states) increases exponentially with 
transmission rate for a fixed number of transmit antennas. 

Space–time trellis codes (STTC) are a type of space–time 
code used in multiple-antenna wireless 
communications. This scheme transmits multiple, redundant 
copies of a trellis (or convolutional) code distributed over 
time and a number of antennas ('space'). These multiple, 
'diverse' copies of the data are used by the receiver to attempt to 
reconstruct the actual transmitted data. For a STC to be used, 
there must necessarily be multiple transmit antennas, but only a 
single receive antennas is required; nevertheless multiple receive 
antennas are often used since the performance of the system is 
improved by so doing. 

In contrast to space–time block codes (STBCs), they are 
able to provide both coding gain and diversity gain and have a 
better bit-error rate performance. However, being based on 
trellis codes, they are more complex than STBCs to encode 
and decode; they rely on a Viterbi decoder at the receiver 
where STBCs need only linear processing [5]. 

Space-Time block codes can achieve a maximum possible 
diversity advantage with a simple decoding algorithm. It is very 
attractive because of its simplicity. However, no coding gain can 
be provided by space-time block codes, while non-full rate 
space-time block codes can introduce bandwidth expansion[7]. 
STTC was first introduced by Tarokh, Seshadri and Calderbank 
[4]. It was widely discussed and explored in the literature as 
STTC can simultaneously offer a substantial coding gain, 
spectral efficiency, and diversity improvement on flat fading 
channels. 

B. Encoder Structure for STTC 

For space-time trellis codes, the encoder maps binary data to 
modulation symbols, where the mapping function is described by a 
trellis diagram. Let us consider an encoder of space-time trellis coded 
M-PSK modulation with nT  transmit antennas as shown in Fig.1[6]. 
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Where kX , is the memory order for the k-th encoder branch. The 

value of kX  for M-PSK constellations is determined by 

> @Mkk 2log/1�� XX    (11) 

The total number of states for the trellis encoder is 2ȣ .The m 
multiplication coefficient set sequences are also called the 
generator sequences, since they can fully describe the encoder 
structure. 
 
Decoding  
 
For STTC, the decoder employs the Viterbi algorithm to perform 
maximum likelihood decoding. Assuming that perfect CSI is 
available at the receiver, for a branch labeled by 

Tn
tttt

Txxxx ),.....,,( 21 , the branch metric is computed as the 
squared Euclidean distance  between the hypothesized received 
symbols and the actual received signals as 

¦¦
  

�
TR n

i

i
t

t
ij

j
t

n

j
xhr

1

2
,

1
||  

The Viterbi algorithm selects the path with the minimum path 
metric as the decoded sequence. 

Simulation Results: 

Assumptions: 

1. The generator sequences of a 4-state space-time trellis coded 
QPSK scheme with 2 transmit antennas are assumed to be: 

 g1=[0 2 ;2 0]  and g2=[ 0 1; 1 0] 

2. The encoder takes m=2 bits as its input at each time.  
3. The trellis consists of 2 ȣ =4 states, represented by state 

nodes. 
4. The Channel is assumed to be Rayleigh. 
5. The channel is known perfectly at the receiver. 

 

 

Fig 5: 4-state space-time trellis coded QPSK scheme 

From the fig. 5, We can say that Space Time Trellis codes 
provide improved error performance for wireless systems using 
multiple antenna. These codes can also provide the full diversity 
gain as well as coding gain. Performance can be improved by 
increasing the number of receive antennas but at the cost of 
increased decoder complexity. Another way to improve 
performance is either to increase constellation size or opt for 
higher state STTC. 

Section III 

Concatenated Space Time Code: Introduction 

Concatenation is also frequently employed in space time coded 
systems. In this case, the outer code is frequently a TCM system 
whose symbol are transmitted via an inner space time coded 
system [9][8]. 

In what follows, we combine space–time block codes with a 
trellis code to come up with a new structure that guarantees the 
full diversity with increased rate. Also, we show how to design 
the trellis code to maximize the coding gain. The result is a 
systematic method to design space–time trellis codes for any 
given rate and number of states.  
 

The System Model: 

The system can be described by the block diagram shown below. 
Space Time Trellis code is used as outer cod and Space Time 
Block Codes are used as inner code. The data modulator used in 
the work is QPSK modulator & channel is assumed to be 
Rayleigh.  

 

If x(t) represents the input bit stream  & s(t) is the STTC encoded 
data, we can model the system as: 

s(t)= STTCtx )}({� ….. i.e. STTC encoding 

Here, 4 State STTC is considered and the generator used is the 
same as was used in STTC encoding. 
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Fig. 6. Proposed system for concatenated encoder and decoder. 

STBCtsI )}({
~

� ……i.e. STBC encoding 

The signal Xc(t) is the 2 bit QPSK modulated signal 
~
I . The 

QPSK signal may assign any of the four values possible i.e. 1+i, 
1-i, -1+i and -1-i. 

The system equation is then written as : 

)()(*)()( tWtXtRtY ccc �    (12) 

Yc(t) & W(t) are channel response and channel noise(Rayleigh). 

Design of Concatenated code: 

After defining a system, the next problem is how to implement 
(Alamouti) on encoded STTC codes. For that purpose again 
consider the STTC encoder. For convenience it is shown below: 

 

 

Fig. 7: Encoder for space time trellis code 

 

Implementation of STBC on encoded STTC: 

In this work, following orthogonal design is used as transmission 
matrices: 
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Where * denotes the conjugate operation. 

Let the output of the STT encoder c1 and c2 are represented as: 

n
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The data stream can now be encoded according to Alamouti 
scheme as 
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In this manner without increasing the number of transmitting 
antennas significant improvement in the performance can be 
achieved.  

Decoding: 

Decoder structure for the concatenated code is similar to that 
used previously for STTC and STBC decoders. Let the received 
signals at the two receive antennas are r1 and r2, the data can be 
recovered by applying it first to the STBC decoder and extracting 
the signals c1 and c2 as follows: 

       c1
 = h0

* r0+ h1 r1
*  + h2

* r2+ h3 r3
*   

  c2
 = h1

* r0- h0 r1
*  - h2

* r3+ h3 r2
*         (16) 

The recovered data streams are then applied to the Viterbi 
decoder for further decoding.  

 

 

 

 

 



 

15 Simulation Results: 

 

 

 

 

 

 

 

 

 

Fig 8: SNR vs BER performance of proposed scheme 

 

For STTC, the decoder employs the Viterbi algorithm to perform 
maximum likelihood 

decoding. Assuming that perfect CSI is available at the receiver, 
for a branch labeled by 

Tn
tttt

Txxxx ),.....,,( 21 , the branch metric is computed as 

the squared Euclidean distance 

between the hypothesized received symbols and the actual 
received signals as 
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The Viterbi algorithm selects the path with the minimum path 
metric as the decoded sequence. 

In this work, a simple technique is proposed for designing an 
improved high-rate space-time code. The proposed design was 
based on a concatenation of an orthogonal space-time block code 
and an STTC encoder. A high-rate Concatenated-STTC design 
was achieved by expanding the cardinality of the space time 
block code before concatenates it with an outer STTC encoder. 
Signal orthogonality was exploited to keep decoding complexity 
of the proposed scheme relatively low. 

 

 

 

 

In the above fig. SNR vs. BER performances of three coding 
techniques using 4 PSK modulation are shown at frame size of 
64. We can observe that for an BER of 10-3 the required SNR for 
STBC is 10 dB, for STTC is 17 dB and for concatenated STTC is 
7 dB only.  

Section IV 

VII. CONCLUSION 
In the thesis work, simulation results are drawn for the three 
coding schemes namely: Space time Block Codes, Space Time 
Trellis Codes and Concatenated Space time code where STTC is 
used as outer code and STBC is used as inner code. 

From the simulation results of STBC it can be seen that this code 
provide performance independent of modulation technique 
employed. The performance can be further improved by 
increasing the number of transmit and receive antennas i.e. 
applying the diversity to this code. The most important point that 
we can observe is that this code performs with very high 
efficiency because of orthogonality property under Rayleigh 
fading environment compared to other codes. 

 

STTC is also simulated and the results are shown in chapter 3 
where it has been shown that this code can provide full diversity 
as well as coding gain. The performance improvement can be 
achieved by increasing the number of states but it increases 
receiver complexity. We can also observe that the STTC is 
sensitive to modulation employed & for getting better 
performance higher constellation size has to be used [5]. 

Here, to improve the performance of lower constellation size (we 
used 4 PSK), Concatenation of STTC with STBC is proposed. 
The simulation results show that the Concatenated STTC 
outperforms the two previous methods. 
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The performance gain that we achieve is at the cost of reduced 
code rate and increased receiver complexity. If code rate 
reduction can be tolerated, the proposed scheme shows very 
good results. Performance can be further improved by increasing 
the number of transmitting antennas.      
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   Abstract:-Data mining, the extraction of hidden predictive 
information from large database, is a powerful new technology 
with great potential to help Companies. Data Mining is the 
search for the relationships and global patterns that exists in 
large databases but is ‘hidden’ among the vast amount of 
data.Data mining achieves different technical approaches, such 
as clustering, data summarization, and learning classification 
rules, finding dependency networks, analyzing and detecting 
anomalies.  

Data mining activities are usually performed by three 
different classes of users: such as executives, end users and 
analysts. These users usually perform three types of data 
mining activity within a corporate environment: episodic, 
strategic and continuous data mining. Functions available with 
data mining are classification, clustering, association and 
many more. It concerned with marketing, insurance, banking 
and transportation like applications. 

Data mining may have problems like uncertainty, missing 
values, size of the data, data updating and more.  

The main objective of this paper is to overcome the brief 
introduction towards the different terms and next generation 
techniques of data mining.   

 
1. INTRODUCTION 

Data mining refers to the Knowledge Discovery in Data 
bases (KDD). Data mining techniques are identifying nuggets of 
information or decision making knowledge in bodies of data and 
extracting these in such a way that they can be put to use 
classification, prediction, data forecasting and decision making. 
Data mining is a powerful new technology with great potential to 
help companies focus on the most important information in their 
data warehouses. 

Data Mining is the search for the relationships and global 
patterns that exists in large databases but is ‘hidden’ among the 
vast amount of data, these relationships represent valuable 
knowledge about the database and the objects in the database. 

Basically data mining is concerned with the analysis of data 
and the use of software techniques for finding patterns and 
regularities in sets of data. Data mining analysis process starts 
with a set of data uses a methodology to develop an optimal 
representation of the structure of the data during which time 
knowledge is acquired.  

 
 
 
 
 
 
 

 
 

1.1 Data mining Architecture 
 

 
 

Fig 1. Data mining Architecture 
 
The ideal starting point is a data warehouse containing a 
combination of internal data tracking all customer contact 
coupled with external market data about competitor activity. An 
OLAP (On-Line Analytical Processing) server enables a more 
sophisticated end-user business model to be applied when 
navigating the data warehouse [5].  
 
2. DATA MINING MODELS 

There are two types of model or modes of operation,
which may be used to discover information of interest to the
user.��

2.1 Verification Model

The verification model takes input from the user and tests the 
validity of it against the data. The emphasis is with the user who 
is responsible for formulating the hypothesis and issuing the 
query on the data to affirm or negate the hypothesis.  

The problem with this model is the fact that no new 
information is created in the retrieval process but rather the 
queries will always return records to verify or negate the 
hypothesis. The user is discovering the facts about the data using 
a variety of techniques such as queries, multidimensional 
analysis and visualization to guide the exploration of the data 
being inspected.��
2.2 Discovery Model 

The discovery model differs in its emphasis in that it is
the system automatically discovering important information
hidden in the data. The data is sifted in search of frequently
occurring patterns, trends and generalizations about the
data without intervention or guidance from the user.��



3. DATA MINING PROCESS
Following are the processes/stages identified in Data 

Mining and Knowledge Discovery. The phrases depicted start 
with the raw data and finish with the extracted knowledge, which 
was acquired as a result of the following stages: 
3.1 Data Selection: Examining the entire raw data set identifies 
the target subset of data and the attributes of interest. This 
includes selecting or segmenting the data according to some 
criteria e.g. all those people who own a car, in these way subsets 
of the data can be determined.  
3.2 Data Cleaning: In this step, noise and outliers are removed, 
field values are transformed to common units and combining 
existing fields to facilitate analysis creates some new fields. The 
data is typically put into a relational format, and several tables 
might be combined in a de normalization step. Also the data is 
reconfigured to ensure a consistent format as there is a possibility 
of inconsistent formats because the data is drawn from several 
sources e.g. sex may recorded as f or m and also as 1 or 0. 
3.3 Transformation: The data is not merely transferred across in 
that overlays may be added such as demographic overlays in the 
market research. The data is made usable. 
3.4 Data mining: This stage is concerned with the extraction of 
patterns from the data. Data mining algorithms can be applied to 
extract the interesting patterns of data. 
3.4 Interpretation and Visualization: The patterns identified by 
the system are interpreted into knowledge, which can then be 
used to support human decision-making e.g. prediction and 
classification tasks, summarizing the contents of a database or 
explaining observed phenomena. The patterns are presented to 
end users in an understandable form, e.g. through 
visualization[1]. 

4. DATA MINING NEXT GENERATION TECHNIQUES. 
Data mining techniques are as follows: 
4.1 Cluster Analysis 

In an unsupervised learning environment the system has to 
discover its own classes. We can cluster the data in the database 
as shown in the Figure 1. The first step is to discover subsets of 
related objects and then find descriptions e.g. D1, D2, D3 etc., 
that describe each of these subsets.  
 
Fig 2. Discovering clusters and descriptions in a database 

 Clustering and segmentation basically partition the database so 
that each partition or group is similar according to some criteria. 
Clustering/segmentation in databases are the processes of 
separating a data set into components that reflect a consistent 
pattern of behavior. 

4.2 Induction 
Induction is the inference technique, which can be used to 

infer the generalized information from the database. Induction 
has been used in the following ways within data mining.  
4.2.1 Decision trees 

 
Decision trees are simple knowledge representation and they 

classify examples to a finite number of classes, the nodes are 
labeled with attribute names, the edges are labeled with possible 
values for this attribute and the leaves labeled with different 
classes. Objects are classified by following a path down the tree, 

by taking the edges, corresponding to the values of the attributes 
in an object.  

 
The following is an example of objects that describe the 

weather at a given time. The objects contain information on the 
outlook, humidity etc. Some objects are positive examples 
denote by P and others are negative i.e. N. Classification is in 
this case the construction of a tree structure, illustrated in the  

 

 
figure 2 which can be used to classify all the objects 

correctly.
 

Fig 3. Decision tree structure 
4.2.2 Rule Induction 

A data mine system has to infer a model from the database 
that is it may define classes such that the database contains one 
or more attributes that denote the class of a tuple is the predicted 
attributes while the remaining attributes are the predicting 
attributes. Class can then be defined by condition on the 
attributes. When the classes are defined the system should be 
able to infer the rules that govern classification. Production rules 
have been widely used to represent knowledge in expert systems 
and they have the advantage of being easily interpreted by 
human experts because of their modularity i.e. a single rule can 
be understood in isolation and doesn't need reference to other 
rules. The structure of such rules is in the form of if-then rules. 
 
4.2.3 Neural Networks 

Neural networks are an approach to computing that involves 
developing mathematical structures with the ability to learn. 
Neural networks can derive meaning from complicated or 
imprecise data and can be used to extract patterns and detect 
trends that are too complex to be noticed by either humans or 
other computer techniques. A trained neural network can be 
thought of as an "expert" in the category of information it has 
been given to analyze. Neural networks identify patterns or 
trends in data, they are good for prediction or forecasting. Neural 
networks use a set of processing elements (or nodes) analogous 
to neurons in the brain. These processing elements are 
interconnected in a network that can then identify patterns in data 
once it is exposed to the data, i.e. the network learns from 
experience just as people do. This distinguishes neural networks 



from traditional computing programs that simply follow 
instructions in a fixed sequential order. The structure of a neural 
network is shown in the figure 4. 

 
 

 
Fig 4. Structure of Neural Network 

The bottom layer represents the Input layer, in this case with 5
input labels X1 through X5. The middle layer is called the hidden
layer, with a variable number of nodes. The output layer in this
case has two nodes, Z1 and Z2 representing output values we
are trying to determine from the inputs. Neural networks
suffered from long learning times, which become worse as the
volume of data grows [2].��

 
4.2.4  Data Visualization 

Data visualization makes it possible for the analyst to gain a 
deeper, more intuitive understanding of the data and can work 
well for data mining. Data mining allows the analyst to focus on 
certain patterns and trends and explore in-depth using 
visualization. The volume of data in a database can overwhelm 
the data visualization but in conjunction with data mining can 
help with exploration.     

 
5. DATA MINING FUNCTIONS 

Data mining methods may be classified by the function they 
perform or according to the class of application they can be used 
in. The data mining functions are as follows. 

 
5.1 Classification 

The clustering techniques analyze a set of data and generate a 
set of grouping rules that can be used to classify future data. The 
mining tool automatically identifies the clusters, by studying the 
pattern in the training data. Once the clusters are generated, 
classification can be used to identify, to which particular cluster, 
input belongs. For example, one may classify diseases and 
provide the symptoms, which describe each class or subclass [5]. 
 
5.2 Association 

Given a collection of items and a set of records, each of which 
contain some number of items from the given collection, an 
association function is an operation against this set of records which 
return patterns that exist among the collection of items. These 
patterns can be expressed by rules such as "72% of all the records 
that contain items A, B and C also contain items D and E." The 
specific percentage of occurrences (in this case 72) is called the 

confidence factor of the rule. Also, in this rule, A, B and C are said 
to be on an opposite side of the rule to D and E. Associations can 
involve any number of items on either side of the rule.  

A typical application that can be built using an association 
function is Market Basket Analysis. Thus, by invoking an 
association function, the market basket analysis application can 
determine affinities such as "20% of the time that a specific 
brand toaster is sold, customers also buys a set of kitchen gloves 
and matching cover sets."  

A supervised machine learning task involves constructing a 
mapping from input data (normally described by several 
features) to the appropriate outputs. In a classification learning 
task, each output is one or more classes to which the input 
belongs. The goal of classification learning is to develop a model 
that separates the data into the different classes, with the aim of 
classifying new examples in the future.  

Given a new example, the ensemble passes it to each of its 
multiple base models, obtains their predictions, and then 
combines them in some appropriate manner (e.g., averaging or 
voting).  
 
5.3 Sequential/Temporal patterns  
Sequential/temporal pattern functions analyze a collection of
records over a period of time for example to identify trends. The
identity of a customer who made a purchase is known, an
analysis can be made of the collection of related records of the
same structure. Sequential pattern mining functions can be
used to detect the set of customers associated with some
frequent buying patterns. For example a set of insurance claims
can lead to the identification of frequently occurring sequences
of medical procedures applied to patients which can help
identify good medical practices as well as detect some medical
insurance fraud.��

 
5.4 Clustering and Segmentation 

Clustering and segmentation are the processes of creating a 
partition so that all the members of each set of the partition are 
similar according to some measure. A cluster is a set of objects 
grouped together because of their similarity or proximity. When 
learning is unsupervised then the system has to discover its own 
classes i.e. the system clusters the data in the database. Using the 
rules or functions can 
Form the cluster. 
 
6. DATA MINING ACTIVITIES AND USERS 

Data mining activities are usually performed by three 
different classes of users: executives, end users and analysts. 
x Executives spend much less time with computers than the other 

groups. 
x End users are sales people, market researchers, scientists, 

engineers, physicians, etc 
x Analysts may be financial analysts, statisticians, consultants, or 

database designers. 
These users usually perform three types of data mining activity 
within a corporate environment: episodic, strategic and 
continuous data mining. 
In episodic mining we look at data from one specific episode 
such as a specific direct marketing campaign. Analysts usually 
perform episodic mining. In strategic mining we look at larger 



sets of corporate data with the intention of gaining an overall 
understanding of specific measures such as profitability. In 
continuous mining we try to understand how the world has 
changed within a given time period and try to gain an 
understanding of the factors that influence change [9]. 
 
7. DATA MINING APPLICATIONS 

Data mining has many and varied fields of application, some 
of which are listed below.  

x Marketing: Identify buying patterns from customers & Market 
basket analysis. 

x Banking: Detect patterns of fraudulent credit card use & 
Identify `loyal' customers. 

x Insurance and Health Care: Claims analysis, Predict which 
customers will buy new policies & Identify fraudulent 
behavior.  

x Transportation: Determine the distribution schedules & 
analyze loading patterns [7]. 

 
8. DATA MINING PROBLEMS 
As data mining discovering the hidden knowledge from the 
available data, it also has some problems describing below: 

x Limited Information: If some attributes essential to knowledge 
about the application domain are not present in the data it is 
impossible to discover significant knowledge about a given 
domain.  

x Noise and missing values: Error in either the values of 
attributes or class information are known as noise. We have to 
omit the corresponding records of missing data or average over 
the missing values using Bayesian techniques. 

x Uncertainty: Uncertainty refers to the severity of the error and 
the degree of noise in the data.  

x Size, updates, and irrelevant fields: Databases are large and 
dynamic & their contents are changing as information is 
added, modified or removed. So, it is difficult to ensure that 
the rules are up-to-date and consistent with the most current 
information.  

 
9. CONCLUSION 

This paper comprehensively describes various terms and 
techniques of data mining. Also giving the concepts regarding 
functions, applications and processes of Data Mining. Data 
Mining or Knowledge Discovery in Databases (KDD) is the 
nontrivial extraction of implicit, previously unknown, and useful 
information from data. 
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Abstact-:Wireless Sensor Network is data centric network that 
works on query reply mechanism with various types of quires. 
Rumor routing is of the data centric routing algorithm for 
Wireless Sensor Networks. Literature shows that Rumor 
routing algorithm is energy efficient than the Ant Colony 
Optimization, Gossip Routing, Deterministic Flooding and 
Directed Diffusion. Data centric WSN works has various types 
of quires that govern the traffic patters of WSN.  In our work 
we have exploited this key feature of Data centric WSN for 
improving the energy efficiency of Rumor routing algorithm. 
Based on information requirement, we have classified quires in 
two parts, instantaneous queries and continuous queries.  
Using this query classification we have optimized the Rumor 
routing for different types of traffic patterns.  Our simulation 
result shows significant reduction in energy consumption after 
applying our optimization over Rumor Routing algorithm 
which we called Optimized Rumor Routing. 

I. INTRODUCTION 
In recent years many Network Layer protocols have been 
designed for routing in Wireless Sensor Networks (WSN). 
Karaki and Kamal in [9] gave the survey of routing protocols 
used in WSN. They have classified the routing protocols based 
on their node deployment strategy (deterministic or 
probabilistic), data reporting strategy (time driven, event driven, 
query driven or hybrid) and Energy consumption strategy 
without losing accuracy.  Based on this survey Rumor Routing 
[1] can be classified as data centric kind of routing algorithm for 
WSN. Mainly Rumor routing algorithm is used when the 
geographical location of deployed nodes are unknown. For an 
example, randomly deployed environment monitoring network or 
habitat monitoring network uses Rumor routing as Network 
Layer routing protocol.  

In WSN Data collection is divided into two parts query flooding 
and event flooding. Both the flooding mechanism creates energy 
overhead in WSN.  Recent literature on WSN shows that many 
proposed schemes try to control query flooding and event 
flooding to reduce energy overhead of data collection. Rumor 
routing algorithm is a logical compromise between query 
flooding and event flooding. Ref. [4] has defined zonal rumor 

routing which increases the query delivery rate by introducing 
zones in WSN.  Ant colony algorithm [5] was used to know the 
behavior of the event agents or query agents, while in directional 
rumor routing [6] algorithm uses straight line approach instead 
for the random walk. Zonal rumor routing introduced by [4] 
shows that rumor routing is an energy efficient algorithm 
compared to gossip based routing, directed diffusion, Ant Colony 
Optimization and Deterministic Flooding. The randomized rumor 
routing algorithm increases the robustness of rumor routing 
algorithm.  As shown above, literature in Rumor routing focuses 
on the query propagation model but they have not used the 
knowledge available in the query.  In the paper we have used that 
available query knowledge to increate the efficiency of Rumor 
routing in data collection. To achieve this we have classified the 
query according to their need of information. As the traffic in 
network depends on the type of query generated by the network, 
use of available knowledge in query reduces the network traffic 
and gives longer network lifetime.  Our proposed approach is 
complementary to all the suggestions proposed above and helps 
them further in improving the performance of network.  

Rest of the paper is organized as follow. Section 2 covers 
working of our Query aware rumor routing protocol, section 3 
covers algorithm for the different nodes and Section 4 covers our 
simulation results. We have concluded our paper in section 5 
with discussion and future work.  

II. 2. QUERY AWARE RUMOR ROUTING 
Rumor routing is a data centric routing algorithm. Such 
algorithms are used in networks where nodes are unaware of 
their geographical location. In Rumor routing, rumor is 
information about the event or a query for certain events, which 
is routed in the network. As nodes don’t know the geographical 
location of destination or neighboring nodes, nodes transmit the 
information in the form of event or query agent. The node which 
generates the event is called the event node. Same way any node 
that wants to know about the event, will transmit the query agent 
and such a node is called the query node. In the network at the 
node where query agent and event agent meet each other or they 
both go through the path visited by each other they exchange the 



information. By this they came to know about each other and 
thus the path is formed between event node and query node. Now 
the information will be passed through this path in both 
directions. Rumor routing is a logical compromise between event 
and query flooding.   Following is list of terms we have use in 
our algorithm.  

Table 1: Terms Used in Algorithm 

Event Agent An Event Agent is a packet that is 
responsible for spreading rumors 
about the events in the network. 
Each agent is associated with the 
time to live (TTL) that determines 
the number of hops that agent can 
traverse before it dies. An agent 
maintains an event list and a visited 
node history list. 

Query Agent A query is a request packet for 
receiving information on a particular 
event. Each query is associated with 
a time to live (TTL) that determines 
the number of hops the query can 
make. A query is considered 
undelivered when it does not reach 
its destination before the expiration 
of TTL. Like an event agent, a query 
agent also maintains a list of visited 
nodes or zones in a history list. 

Event List This list stores the event names and 
the distance to the events. Agents 
and nodes maintain their respective 
event lists. 

Neighbor 
List 

In case of Rumor Routing, neighbor 
list stores the node ids of the 
neighbors. 

History List In case of Rumor Routing, history 
list stores the node ids of the 
previously visited nodes.  These lists 
maintain soft state information.  

Communicat
-ion Range 

 Communication range is the 
maximum distance that a node can 
send packet through wireless 
transmission. Therefore each node 
can send packet to other nodes that 
are within its communication range. 

Sensing 
Range 

This is the maximum range of each 
sensor node in which a sensor can 
detect the events. A sensor can 
detect multiple events occurring 
within its sensing range. 

Event path Along with spreading the rumor, the 
agent also constructs the event path, 
which is the shortest distance to the 
event the agent has discovered yet. 

 

Thus the energy consumed by event node and query node for 
communication is N*V*I, where N is number of nodes over path 

length and V is voltage  needed for one node to transmit the data 
to the neighbor node on the path established by rumor routing 
and I is the drawn current. 

a) Optimized rumor routing algorithm: 

In the traditional rumor routing explained by [1], once the path is 
established between event node and query node, every query 
dispatched from query agent will go to event node for the 
information. In our algorithm we optimized the energy 
consumption of the network by using the knowledge available in 
query. We have classified the query in to two parts. This 
classification is based on the requirement of information for the 
particular event for which a query agent has been dispatched 
from a query node.  

 One type of the query needs the instantaneous information about 
an event (an over view of event) which is provided by the event 
agent when it meets the query agent while searching the path 
towards query. After that this query agent will come back to the 
query node. This kind of query agent does not need to go to the 
event node as its requirement of information is fulfilled. Total 
power consumed by this query is message transmission cost from 
query node to the meeting point of query agent and event agent. 
Here query need not have to go to event node so the total power 
consumption is lesser then the original rumor routing algorithm.  
Second type of agent needs the information about the event for 
the longer time span and asks for more information about the 
event. This kind of query agent will go to the event node because 
it needs more information about the event compared to 
instantaneous information oriented query agent. The query is 
classified before query node sends the query in the network. The 
result shows that the significant reduction in power consumption 
has achieved after applying proposed optimization technique in 
rumor routing algorithm on wireless sensor networks.  

Let us take one simple exam suppose fire occurs at any node A, 
node B which is a query node needs information about the 
instantaneous temperature information at that node. Now for this 
information query agent of node B need not required to reach 
event node A. the information about the temperature will be 
available by the event agent itself. Now suppose the another  
query from the node B need the regular update on information 
about the temperature from the event node. In this case query 
agent requires going to the event node to make it aware of period 
event dispatch. This requires the same power as used in 
traditional Rumor routing Algorithm.  In the following section 
we have shown the algorithms that runs our Query Nodes, Event 
Nodes and Intermediate Nodes. 

 



III. 3.  ALGORITHM 
In the above section gives the working principle of our optimized 
rumor routing algorithm.  This work is complementary to the 
other suggested algorithms and helps in improving the 
performance of the rumor routing algorithm.  In this section we 
have given the steps needed to perform at different nodes in the 
network. 

A. Query Node: 
Query node generates the query to get the information from 
network about the event.  If path information about the event 
exists at query node then node takes next node to send query 
from that path, other wise they chose one of the neighboring 
node randomly and sends the query to that node.  In the case if it 
receives the event information it store the path for the future use. 
The steps for the Query node are give below. 

Steps for the Query Node 

1 Set Communication Range 

2 Set Query Frequency  

3 Send  k random Hello Packet 

4 Wait for Neighbor Hello Packet for Predefine 

time 

5 Set Query Type 

6 Send Query Base on Query Type and Query 

Configuration 

7 If Path present for event 

8   Use neighboring node from  path 

9     Else 

10 Select node randomly from  neighbor list 

11 Send Query with TTL 

12 Repeat Step 8 base on Step 6 

13 On Receive Event Agent  

14  Get Path Information form Agent 

15 Store  information in list with purge time 

16  On purge time Remove Entry from Query Node 

B.  

C. Source/Event Node: 
Node that senses the environment and generative the data are 
called source nodes or event nodes. Event node sends the 
information toward the Query nodes in the event agents.   

 

 

Steps for the Query Node 

1 Set Communication Range 

2 Set Event Frequency  

3 Send  k random Hello Packet 

4 Wait for Neighbor Hello Packet for Predefine time 

5 Set Event Type 

6 Send Query Base on Query Type and Query 

Configuration 

7 If Path present  

8 Use next hop node from path 

9 Else 

10 Select Random Neighbor Node 

11 Send Query with TTL 

12 Repeat Step 11 base on Step 6 

13 On Receive Event Agent  

14 Get Path Information form Agent 

15 Use this information for future with purge time 

16 On purge time Remove Entry from Query Node 

 

D. Intermediate Node: 
Intermediate node receives the query agents and event agents and 
forwards them according to algorithm.  In the case that node has 
query agent and receives the event agent it uses that information 
for query agent and forward the event on query path. On 
receiving query agent when it has related event agent it follows 
the same processer. In addition based on the query type it either 
forwards the query agent towards the event node or drops query 
agent and do not forward it.  

Steps for the Intermediate Nodes 
1 Receive the query and event agent  
2 If only query or only event agent  
3 Store the query and event agent  
4 If TTL is not zero 
5 Forward received query or event agent 
6 Else  
7 Drop query or event agent 
8 Else  
9 Forward query or event, base on received    

event or query information respectively 
10 If  long term query  
11 Forward query to event node 
12 Else   
13 Drop query 

 



Intelligent behavior of intermediate node based on query 
information helps the network to reduce the forwarded packets in 
the network.  

IV. 4.  RESULTS 
In our simulation we have compared our query based Rumor 
routing algorithm with traditional Rumor routing algorithm.   To 
compare both the protocols we have used the scalability of the 
network, transmission range of nodes and communication range 
as parameters. Algorithms are evaluated for the energy 
consumption requirement for different sets of parameters.  In 
addition we have tested both the algorithms with different 
topological structures. For this purpose we took two topological 
structures one is grid and other is random node distribution. In 
our simulation for fix deployment region we have increased the 
node density per unit area, transmission range and query/event 
frequency and compared the standard rumor routing with our 
optimized rumor routing on the basis of energy consumption. In 
random node deployment we have assumed that for fixed power 
consumption per node, we are getting the connectivity which 
includes at least one node in its communication range. 

     Result in figure 1 shows the energy consumption in grid 
structure. Here we have increased the network size by increasing 
node density per unit area and analyzed the energy consumption 
of the network. Result shows that with optimization plotted in 
red line have lower energy consumption compared to without 
optimization shown in blue line. For random node deployment, 
the result is shown in figure 2. 

 

Figure 1: number of nodes vs. power consumption (fixed grid 
structure)  

 

 

Figure 2: number of nodes vs. power consumption (random node 
deployment) 

Here also red line shows the energy consumption due to 
optimized rumor routing while blue line shows the energy 
consumption due to traditional rumor routing. Result shows the 
significant reduction in energy consumption using optimized 
rumor routing algorithm. 

    The communication range is one of the parameter on which 
the network traffic depends on. For this query frequency is 
another parameter that we have used for comparing the both 
routing algorithms. The effect of communication on energy 
consumption has been evaluated both on grid as well as random 
structure.  The figure 3 below shows the energy consumption for 
fixed grid structure for various communications ranges 6, 7, 8, 9, 
10 and 11. 

 

Figure 3: Communication range vs. power consumption for fixed 
grid structure. 

For same ranges of communication we have changed the 
topological structure by random deployment. In both the figures 
red line shows the optimised rumor routing algorithm and blue 
line shows the traditional rumor routing algorihtm. 
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Figure 4: Communication range vs. power consumption for 
random node structure. 

The significant improvement in energy consumpsion is clearly 
visible in all four graphs. The assumption over here is made that 
we can not take query node itself as event node. If we are taking 
a query node as event node also the results may differ. 

Future work 

We can change the query frequency (query agent per second) for 
single event as well as for multiple events. Also we can apply the 
above idea and algorithm for random and fixed grid structure. 

V. CONCLUSION  
      In this paper we have proposed the query based Rumor 
routing algorithm which uses the information available in the 
query agent for the optimize routing.  We have classified the 
query in two part instantaneous and long term queries. Based on 
this classification intermediate node makes their decision about 
the query forwarding.  We have compared our algorithm with the 
tradition Rumor routing algorithm; simulation shows that our 
algorithm consumes the less energy and more energy efficient 
than the traditional algorithm.  
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Abstract:-The fabrication of macropore arrays in silicon by 
photo electrochemical etching technique in hydrofluoric acid 
(HF) solution is presented in this article. The formation of 
pore arrays with high aspect ratios by electrochemical 
etching of n-type silicon in hydrofluoric acid is a well 
established technique. The macropore morphology depends 
sensitively on the anodization conditions such as current 
density, etching time, HF concentration, light and bias 
voltage as well as on substrate properties such as orientation. 
When macroporous silicon is metallized with Nickel plating 
and filled with scintillating powder it acts as a waveguide for 
the visible light, and can improve X-ray detectors. By 
improving the quality of the macropores viz depth, width, 
flat wall, and flat bottom, one would improve the image 
quality of an X-ray detector. 

1. Introduction 

This article is the result of a project in applied sensor
technology at Mid Sweden University. The project is
focused on the fabrication of macropores in silicon.��

Fabrication of macropores by electrochemical etching in
optional patterns preͲdetermined by photoͲlithography
has been known since 1990. The working of XͲray imaging
detectors is based on this photo electrochemical growth
process. V.Lehmann and U. Gruning [1] etched 2µm deep
pores by using a 4ɏ�nͲtype substrate. According to them
the smallest pore diameter realized so far in a regular
macropore array is about .3 µm. Xavier Badel [2] achieved
pore depth of 380µm, pore spacing of 30µm and wall of
3µm.��

Macropores are useful in XͲray imaging detector. Different
parameters like temp, time, voltage, current and conc. of
HF solution can vary the quality of the macropores. The
macropores were plated with Ni and filled with
scintillating powder Terbium doped gadolinium
oxysulphide (Gd 2O 2 S:Tb). Then this device was tested for
XͲRay sensitivity using dental XͲray��source.��

2. Electrochemical Etching of silicon 
 
Electrochemical etching involves both acid and positive 

charged holes to dissolve the material. Silicone can be etched 
with hydrofluoric acid (HF), the etching rate can be controlled by 
adjusting the number of holes reaching the surface. One of 
several reactions that take place during the etching is:  

222 SiFhFSi o�� ��   
and  

42 2 SiFFHSiF o� [2]  
 
This uses two holes to dissolve one silicone atom. A similar 

reaction also takes place using four holes to dissolve one silicon 
atom. Other reactions are possible as there are many ions in the 
solution: (HF)2-, F-, OH-, F-, H3O+. Because the holes are used, 
new holes have to be supplied by external means. In n-type 
silicone holes are created by exposing the back of the wafer with 
light, a bias voltage move the holes to the surface of the wafer.  

 
By measuring the current density and calculating the number 

of holes used during the etching, it is possible to decide which 
reaction is dominant. If the average number of holes used is close 
to two, this will result in porous etching of the silicon. Whilst if 
the number of holes is close to four, electro polished etching will 
occur. Between porous and electro polished etching there is an 
transition region where the current density is defined as Jps.  

 
During etching of macropores the applied voltage will 

produce a “Space Charge Region”[3] that focuses the holes on to 
the tip of the pore, hence only at the pore tip etching will occur.  

 
Figure 1 

 
The current density at the pore’s tip is equal to Jps and the 

number of holes used to dissolve a silicon atom is approximately 
2.6 during macropore formation. An increase in the bias voltage 
will reduce the space charge region, this will increase the pore 
diameter and reduce the wall thickness.  
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3. Experimental process 

NͲtype, <100> orientation, 1000ёcm resistance silicon
wafers were taken for the experiments. Pyramids were
etched with KOH form a good start for macropores

Figure 2 CrossͲsection of a wafer
 

 The backside of the wafer is covered with Aluminium that 
supplies a good electrical contact for the bias voltage. In this case 
a halogen lamp was used on the backside providing the holes. So 
a grid of aluminium is made so light can get through and create 
holes. 

 
 
 
 
 
 
 
 
 
 
 
 

 
                        Figure 3  Experimental setup 
 
The container is made of PVC which is resistant to HF. A 

platinum electrode are mounted which is used for bias voltage. 
The light source is located at the back side of the sample.  

 
4. Equations 
The HF concentration c in percentage of weight (wt% ),
was calculated as follows:

(Eq. 1)

If the concentration of HF used in the experiment was 4.2
wt% then a total of 4dl solution was prepared for the
experiment which includes 300ml of H2O, 100ml of
ethanol and 30 ml of HF50% solution.

The critical current density in <100> NͲtype SiͲwafer is
calculated by:

��� (Eq. 2)

C = 3300A/cm2, c = HF conc., Ea=0.345eV and k=Boltzmans
constant.��

The pore diameter with square pores is calculated by:

)/( psJJpd  (Eq. 3)

p=spacing of the pores, J=etching current.

If the HF concentration is changed then the Jps also
changes, the new Jps is calculated by:
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§
u 

c
cJJ (Eq. 4)����

5. Metallization  

The electroless Ni plating technique was used to metallize
the macro porous silicon. The composition of the
electroless Ni plating bath was essentially the same as that
reported by S Dhar��and S Chakrabarti. [4]

The temp of the bath is kept at room temp in a ultra sonic
bath, and samples were kept in this solution for 10 min to
60 min.

When metallized the walls of pores acts as reflecting
surface for the visible light, hence the porous silicon acts
as a wave guide for the light concentrating it on the CCD.

Figure 4   SEM picture of plated pores. 
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High current density led to more electro polishing which
explains the flat pore bottoms and the thinner walls.

8. Conclusion 

I successfully fabricated macropores over 310 µm deep.  
 
From the above experiment it can be inferred that current does 

not effect the etch rate. The etch rate is dependent on HF 
concentration. And we get deeper pores when the setup is kept 
for longer period of time. 

 
The polishing of the pores depends on the current. At high 

current we got thin walls and flat bottoms as can be seen in 
figure 9.  

 
Little time was used fore metallization and the plating process 

was not optimized for plating of macropores. There for the 
plating result was not as good as expected.  

 
We were unable to completely fill the pores with scintillator 

powder. Due to limited time no effective method for filling pores 
were found.  So the X-ray detector was not working satisfying. 
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ABSTRACT: Efforts have been directed to study and analyze 
the behavior of a magnetic-fluid-based squeeze film between 
curved rough circular plates when the curved upper plate (with 
surface determined by an hyperbolic expression) approaches 
the stationary curved lower plate (with surface governed by a 
secant function). The lubricant used is a magnetic fluid in the 
presence of an external magnetic field oblique to the radial 
axis. The associated Reynolds equation is then solved with 
appropriate boundary conditions to obtain the expressions for 
pressure and load carrying capacity. The numerically 
computed results are presented graphically. It is found that 
load carrying capacity increases with increasing magnetization. 
Further, it is seen clearly from the figures that the performance 
of the bearing system gets significantly enhanced due to the 
magnetization. It is observed that the load carrying capacity 
increases with respect to the curvature of the upper plate while 
a symmetric distribution takes place with regard to the lower 
plate’s curvature parameter.. The analysis as well as the figures 
suggests that the bearing performance might be improved 
considerably by a proper choice of both curvature parameters 
in the presence of a magnetic fluid as lubricant. In addition 
this article also provides some measures to extend the life 
period of the bearing system. 
 
1. INTRODUCTION 
 Murti [1] discussed the squeeze film behavior between a 
curved upper plate and a flat lower plate and established that the 
load carrying capacity rose sharply with curvature in the case of 
concave pads. Gupta and Vora [2] studied the corresponding 
problem for annular plates. In the above studies the lower plate 
was considered to flat one. Ajwaliya [3] analyze the problem of 
squeeze film behavior by modifying the approach of Gupta and 
Vora [2] taking the lower plate also curved. According to his 
investigations such situation could be found useful in design of 
machine elements like clutch plates and collar bearings. In all the 
above investigations conventional lubricants were used. Verma 
[4] and Bhat and Deheri [5] analyzed the squeeze film behavior 
between porous plates. It was concluded that the application of 
magnetic fluid lubricant enhanced the performance of squeeze 
film. However they assumed that the plates were flat. But in 
actual practice, the flatness of the plate does not endure owing to 

elastic, thermal and uneven wear effects. With this end in view, 
Patel and Deheri [6] analyzed the behavior of the magnetic fluid 
based squeeze film between curved plates determined by secant 
functions. They found that the magnetic fluid lubricant improved 
the performance of the bearing.  

Here an attempt has been made to deal with the performance of a 
magnetic fluid based squeeze film between a curved upper plate 
lying along a surface determined by hyperbolic function and a 
curved lower plate along the surface governed by secant 
function. 

2. ANALYSIS 

The configuration of the bearing is as shown in Figure 1. It is 
assumed that the upper plate lying along the surface given by  
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Approaching the lower plate lying along the surface 
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h  where 0h  is the central 

distance between the plates, and B and C are the curvature 
parameters of the corresponding plates. The central film 
thickness )(rh then is defined by  
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Assuming axially symmetric flow of the magnetic fluid 
between the plates under an oblique magnetic field 
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whose magnitude H vanishes at ar  , the modified Reynolds 
equation governing the film pressure p is [4, 5, 6] obtained as   
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where 0P is the free space permeability, P  is the magnetic 

susceptibility and P is the fluid viscosity. Taking, for instance  

)(2 raaH �      (5) 

and remembering that the magnetic field arises out of a potential, 
it can be shown that M the inclination angle satisfies the equation  
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whose solutions are  

raecC � M22
1 cos  and )(2 2

11 rCaCZ ���  

1C being a constant of integration. 

Introducing the dimensionless quantities 
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and solving the Reynolds equation (4) using Equations (3) and 
(5) in view of the boundary conditions  

,0)1(  P  
2
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� 
dR
dP

 when 0 R    (8) 

(which physically mean that the pressure vanishes on the 
boundary of the bearing and that there is a radial flow from the 
axis due to magnetization), the dimensionless pressure and load 
carrying capacity obtained  respectively form  
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3. RESULTS AND DISCUSSIONS 

Expressions for dimensionless pressure P and load carrying 
capacity W are presented in equation (9) and (10) respectively. 
From these two expressions it is clearly seen that the pressure 
increases by  

)1(
2
* R�

P
 

while the increase in load carrying capacity is  

12
*P

 

as compared to the case of conventional lubricant. 

 Figures 2-3 present the variation of load carrying 
capacity with respect to the magnetization parameter for various 
values of the upper plate’s curvature parameter and lower plate’s 
curvature parameter respectively. It is clearly seen that the load 
carrying capacity increases significantly with increasing values 
of magnetization parameter. In Figures 3-4 once can visualize the 
effect of the curvature parameters on the load carrying capacity. 
The upper plate’s curvature parameter increases the load carrying 
capacity while the lower plate’s curvature parameter decreases 
the load carrying capacity. Further, the negative curvature of the 
lower plate tends to increase the load carrying capacity. Besides, 
the effect of *P  is negligible up to the value 0.01. Further the 
symmetric distribution is with respect to lower plate curvature 
parameter(Figure 4). 

 4. CONCLUSION 

            This article reveals that the performance of the bearing 
system can be improved considerably by choosing the 
magnetization parameter and curvature parameters of both the 
plates suitably. 
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Figure: 1 Configuration of the bearing system. 

 

Figure: 2 Load carrying capacity with respect to *P  and B 

 

Figure: 3 Load carrying capacity with respect to *P  and C 
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Figure: 4 Load carrying capacity with respect to C and B 
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ABSTRACT 

This review paper deals with the design and 
working of “Solar Powered Seed Sprayer”. The 
solar seed sprayer is mainly use for agricultural 
purpose. It works under non-conventional energy 
which is the ultimate source for all living beings. 
The solar energy is converted into electrical with 
the help of solar cells. The converted electrical 
energy is completely stored in the battery and 
utilized to run a D.C. motor. Different kind of 
seeds can be sowed using this sprayer unit which 
also includes spraying solid substances and 
powder particles. It can be operated by a single 
person and is capable of covering an area of 6 
hectares land in a single day. 

Key words: Solar seed sprayers, solar cell, lead acid 
battery, D.C. motor and hopper. 

INTRODUCTION 

It is often said that food, clothing and shelter are the 
three basic needs of man kind. All the above three 
are based on agriculture. Agriculture is known to our 
people for thousands of years. But still our farmers in 
the villages are using only old-age technology. The 
population in our country has increased at least 3 
times since our independence. The agricultural land 
has diminished in size and these lands have been 
diverted for industrial and domestic purposes. 

For improving the productivity of our agricultural 
lands, it is stressed that they might employ high 
technology in every activity. Hence it will be in the 
fitness of things to design a device which can be 
operated annually. Therefore the idea of solar 

powered seed sprayer becomes very helpful. 
Agriculture starts with sowing of seeds and fertilizers  

 

and this particular activity have to carry out several 
times.  

Hence if manually operated sprayer is designed it 
will prove to be a small but very effective step for 
achieving a high potential in growth.  

x Solar Energy – A Boon to Mankind. 

Solar radiation is among the promising new 
source of energy. India receivers annually over 60 x 
1000 MWH of solar radiations with a span of 3000 – 
3200 hrs. in Rajasthan, Gujarat, West of Madhya 
Pradesh and North of Maharashtra. Also around 2600 
– 2800 hrs in the rest of the country excepting 
Kerala, Assam and Kashmir. Energy from the sun 
can be utilized in multi-various ways. It can be 
tapped directly from solar radiation in the form of 
thermal, thermodynamic and photo voltaic energy 
and indirectly through other related sources like 
wind, hydro power and ocean energy available on the 
planet Earth. The contribution of these sources in the 
total consumption of energy in the world is about 15 
% only. 

Traditionally, the utilization of solar energy has 
been confined to drying of agricultural products such 
as grains, maize, paddy, ginger, cashew, pepper, 
tobacco, fish and food drying. Its commercial 
application has been limited to production of 
common salt and other marine chemicals like potash, 
cromide and magnesium salts. 
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CONCLUSION 

Today as we are facing the problems of the 
Global Warming, the concept of the Solar operated 
Seed Sprayer givers a good alternative for future use. 
Also this device is much useful in the agricultural 
countries like India. This device is simple and can be 
easily operated. Also the results have proved that the 
working of this sprayer is quite satisfactory for most 
of the seeds and fertilizers to be sprayed very 
frequently. Moreover the device can also me 
modified as per the requirements of the demand by 
changing the motor and battery capacity. Further 
developments can also be done in the design of the 
seed sprayer for increasing the efficiency of the 
sprayer. 
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ABSTRACT  

 
Many industrial applications use combination of Flow system 
and turbomachine to maintain required fluid flow rate. In these 
applications power consumption can be minimized by selecting 
appropriate turbomachine. In this paper, two Flow Systems are 
tested and potential uses of test results for prediction of Flow 
system characteristics and in selection of appropriate 
turbomachine are discussed. 
 
Introduction 
Power consuming fluid machines like pump, blower and fans are 
required to maintain flow through pipeline, duct or device. Here 
system made up by using pipeline, fittings and devices is known 
as Flow system and it is fitted externally with fluid machine.  
 
CHARACTERISTICS OF FLOW SYSTEM 
AND OPERATING POINT:  
 
When fluid flows through the Flow system, head loss takes 
place. The head loss of the Flow system is there due to head loss 
given by all components of the Flow system. Head loss given by 
Flow system is also known as its resistance and for given Flow 
system it depends upon the flowrate through the system. The 
relationship between flowrate and resistance of Flow system is 
known as characteristic of flow system[1].  
 
Characteristic of given Flow system can be obtained either 
analytically or by experimental method. Analytical method is 
used for simple duct-like system only, while experimental 
method is used for Flow systems having more complexity. In 
experimental method, head loss of the Flow system is calculated 
by using measured values head at inlet and outlet of the Flow 
system at different flowrates. As resistance of Flow system is  
proportional to square of flowrate, system characteristic curve 
will be parabolic.(Fig.1)  
 
When flow system is connected with any power consuming 
turbomachine, pressure developed by turbomachine should be 
same as pressure drop of the flow system. This condition is 
satisfied at Operating point of machine-system combination. Thus 
operating point is point of intersection of Flow system 
characteristic and turbomachine characteristic(Fig.1).  

 
 
 
Operating point of the machine-system combination may or may 
not coincide with best efficiency point(b e p).When appropriate 
turbomachine is selected, Operating point will coincide with b e p 
and tubomachine will consume minimum power while 
maintaining required flowrate[2]. 
 
 
EXPERIMENTAL SET UP AND RESULTS:  
 
The tests were carried out on a Flow system comprising of 
pipeline, valve and nozzle. Flow system was fitted at blower 
outlet and flowrate through the Flow system was varied by partial 
closing of blower inlet in steps. Total head at Flow system inlet 
and that at Flow system outlet were measured by Prandtl's pitot 
tube at different flowrates. From the observations resistance of the 
flow system and flowrate were calculated to obtain Flow system 
characteristic. Different openings of valve give different flow 
systems and two such Flow systems were tested. Fig.2 shows 
experimental results graphically. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
 
 
 
 
 
 
 
 
 
 
 



 
DISCUSSION AND CONCLUSION:  
 
When different Flow systems are obtained by different valve 
openings, experimental testing can be replaced by suitable 
method of prediction also. The results obtained here are useful to 
find accuracy of predicted results.  
 
Characteristics of Flow systems shown in Fig.2 are useful to 
select appropriate  
turbomachine to maintain required flowrate. Steps of selection 
procedure will be as  
below:  
(1)Obtain system characteristic curve of given Flow system 
experimentally.  
(2)Considering the application, find required value of flowrate 
(Q1), e.g. for air  
-conditioning application, cooling requirement gives necessary air 
flowrate.  
(3)Find resistance (R1) corresponding to flowrate (Q1) from 
system characteristic  . 
Curve.(Fig.1)  
(4)Select the turbomachine, which has flowrate of Q1 m3/s and 
head equal to R1 m at  
Design point of turbomachine..  
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